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Abstract

The most common reported epidemic time series in epidemiological surveillance are the daily or weekly incidence of new cases, the hospital admission count, the ICU admission count, and the death toll, which played such a prominent role in the struggle to monitor the Covid-19 pandemic. Based on a generalization of the renewal equation, we explore the hypothesis that each pair of such curves is related to the other one by a smooth time varying delay and by a smooth ratio generalizing the reproduction number. This hypothesis is also explored for pairs of curves measuring the same indicator in two different countries. Given two such time series, we develop, based on a signal processing approach, an efficient numerical method for computing their time varying delay and ratio curves, and we verify that its results are consistent. Indeed, they experimentally verify symmetry and transitivity requirements and we also show, using realistic simulated data, that the method is able to properly recover the time delays and ratios ground truth. Moreover, on all real examples considered, the method leads to explainable time delays and ratios. The proposed method generalizes and unifies many recent related attempts to take advantage of the plurality of these health data across regions or countries and time, providing a better understanding of the relationship between them. An implementation of the method is publicly available at the EpiInvert CRAN package.
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1 Introduction

The COVID-19 epidemic has provided us with information, for many countries, on the evolution of a number of key instantaneous epidemic measurements such as the number of cases, deaths, hospitalization, or intensive care
units (ICUs) occupation. In this work, we explore the functional relationship between these time series. Let \( f(t) \) and \( g(t) \) be a pair of time series, we will assume that there exists a smooth time varying delay, \( s(t) \), between the values of both curves (for instance, we expect a temporal delay between cases and deaths). Moreover, we assume that once the delay between both curves is compensated, the ratio between their values, \( r(t) \), is a smooth function that actually expresses a causality between both time series. Therefore we look for smooth functions \( s(t) \) and \( r(t) \) such that

\[
r(t)f(t) \approx g(t + s(t))
\]

of course, this problem is ill-posed because there are an infinite number of combinations of functions \( r(t) \) and \( s(t) \) that satisfy the above equation. However, the problem becomes well-posed if we force the functions \( r(t) \) and \( s(t) \) to be smooth. The problem is then posed in terms of "we want the equation (1) to verify as well as possible but for \( r(t) \) and \( s(t) \) as smooth as possible".

Understanding the time delay dynamics between epidemic time series provides insights that are key to discerning changes in the phenotype of the virus, the demographics impacted, the efficacy of treatment, and the ability of the health service to manage large volumes of patients. In [30], authors studied how the pandemic has evolved in the United Kingdom through the temporal changes to the epidemiological time delay distributions for clinical outcomes. In [18] ten time periods are used to track changes in delays and the probabilities of outcomes using parametric statistical models in France. In each period, the variability of the delay is modeled using a parametric distribution. In [16], the difference between in-hospital mortality across four time periods was studied. [10] studied the evolution, in the USA, of in-hospital mortality by month of admission.

Comparison between epidemic waves is also a usual way to study the time evolution of epidemiological indicators. For instance, in [26], authors show that the in-hospital mortality was lower during the second wave of COVID-19 than in the first wave. Mortality predictors and differences in mortality between COVID-19 waves were identified using logistic regression in [6].

In this paper, we propose a different approach where instead of separating the epidemic time interval in different periods, we model, using a signal processing approach, the evolution of the delay \( s(t) \) and the ratio \( r(t) \) between indicators as smooth functions defined in the whole epidemic time interval.

The rest of the paper is organized as follows: in Section 1 we propose an analysis of the relevant literature. We start by a short account of time warping techniques in section 1.1. We then review in section 1.2 the numerous propositions that compare measured signals by estimating a time warping between them and we end in section 1.3 by relating time warping to a classical epidemiological model, the renewal equation. This model gives a simple key to interpret model (1). Section 2 details the numerical method to solve (1) including the imposition of regularity to \( r(t) \) and \( s(t) \). Section 3 shows several significant applications to various epidemic time series of COVID-19. Section 4 is a conclusion of the proposed approach.

1.1 Dynamic time warping: the technique

Dynamic time warping is a method to match two signals \( f(t) \) and \( g(t) \) by finding a nondecreasing function shift function \( w(t) \) such that \( f(t) \) is as close as possible to \( g(w(t)) \). Variants of dynamic time warping like the one proposed in [15] match the slopes of the signals rather than the signals themselves. If the signals are discretized, thus encoded as two vectors, Bellman’s dynamic programming principle [5] applies and yields an optimal solution for any time discrete version of the cost \( E(w) =: \int c(f(t) - g(w(t)))^2 dt \), where \( c \) is a positive cost function. As developed in [22], a discrete path optimization is performed in the 2D space of time correspondences, where only diagonal \((t, s) \rightarrow (t + 1, s + 1)\) horizontal \((t, s) \rightarrow (t + 1, s)\), and vertical \((t, s) \rightarrow (t, s + 1)\) moves are authorized. This discrete setting is efficiently solved by dynamic programming, and it can be extended to an
optimal warping with time variable penalty [7]. We refer to [27] for an algorithm review. In this paper, we shall prefer a continuous formulation to the discrete one, in the line of [28], where a continuous time warping functional is defined for matching multiple copies of the same audio by a signal alignment that is robust to the presence of sparse outliers with arbitrary magnitude. The continuous formulations allow for a continuous iterative optimization by gradient descent and remove limitations on the form of the functional or discretization of the warp. As proposed in [32], a continuous penalty on the derivative of the warp can be used to ensure that this derivative does not vanish and does not become too high.

In the same line, the warping of signals has a 2D classic equivalent in the optical flow problem introduced in a seminal paper [13]. Applied to two successive images of a video, the method finds a vector field (2D warp) matching both images and enforces the warping field to be smooth by combining a regularity term with the matching fidelity term. In its initial formulation, the differential method worked only if the motion does not exceed one pixel. A more general computation of the optical flow is developed in [4] as a hierarchical multiscale implementation of the optical flow using the Laplacian pyramid to represent both compared images at different scales. These ideas are developed in [21] which implements a multiscale version of Horn-Schunk optical flow. The same hierarchical differential method is obviously applicable to pairs of similar signals.

1.2 Epidemiological applications of time warping

In [29] the authors used dynamic warping to forecast the future spread of COVID-19 by exploiting the identified lead-lag effects between different countries. The past relation among nations is determined through dynamic time warping between cumulative case curves. Then the cumulative case curve of the leading country is used to predict the Covid-19 spread in the following nation. In [14] the authors similarly present an algorithm for the clustering of confirmed COVID-19 cases at the county level in the United States. Dynamic time warping is used as a k-means clustering distance metric. The obtained clusters enable retrospective interpretation of the pandemic and informative inputs for case prediction models. In [17], the same method is developed for the Polish voivodeships Similarities in time series are found by dynamic time warping for those infected with, and those who died of, COVID-19 in pairs of voivodeships. The authors argue that a time warping method is important because the coronavirus epidemic did not start in all voivodeships at the same time. The method jointly analyzes the number of infected and deceased people in each province. Dynamic warping is applied to match pairs of (smoothed) incidence curves, pairs of cumulative case curves, and pairs of cumulative death curves.

The main objective of the study in [9] is to assess the similarity between the time series of energy commodity prices and the time series of daily COVID-19 cases. The authors argue that the pandemy affects all aspects of the global economy and propose to assess the connections between the number of COVID-19 cases and the energy commodities sector. These connections are achieved by using the Dynamic Time Warping (DTW) method to compute DTW distances between all time series—and use them to group the energy commodities according to their price change. In that way, the authors demonstrate that some commodities such as natural gas are strongly associated with the development of the pandemy. In [11] dynamic time warping is used to compare temporal patterns in patient disease trajectories. This enables the assessment of comorbidities in population-based studies, as it permits to identify more complex disease patterns apart from the pairwise disease associations. The disease-history vectors of patients of a regional Spanish health dataset are represented as time sequences of ordered disease diagnoses. Statistically significant pairwise disease associations are identified and their temporal directionality is assessed. Subsequently, an unsupervised clustering algorithm, based on Dynamic Time Warping, is applied on the common disease trajectories in order to group them according to the temporal patterns that they share.
1.3 The renewal equation

The reproduction number $r(t)$ (in the literature often written $R_t$ or $R(t)$) is a key epidemiological parameter evaluating the transmission rate of a disease over time. It is defined as the average number of new infections caused by a single infected individual at time $t$ in a partially susceptible population [25]. The reproduction number $r(t)$ can be computed from the daily observation of the incidence curve $i(t)$, but requires empirical knowledge of the probability distribution $k(s)$ of the delay between two infections [12, 3].

There are two different models for the incidence curve and its corresponding infection delay $k(s)$. In a theoretical model, $i(t)$ would represent the real daily number of new infections, and $k(s)$ is sometimes called generation time [31, 8] and represents the probability distribution of the time between infection of a primary case and infections in secondary cases, this time delay distribution being assumed stationary (independent of $t$). In practice, neither parameter is easily observable because the infected are rarely detected before the appearance of symptoms and tests will be negative until the virus has multiplied over several days. What is routinely recorded by health organizations is the number of new detected, incident cases. When dealing with this real incidence curve, $k(s)$ is called serial interval [31, 8]. The serial interval is defined as the delay between the onset of symptoms in a primary case and the onset of symptoms in secondary cases [8].

A fundamental equation links $r(t)$ to $i(t)$ and $k(s)$. It is the renewal equation, first formulated for birth-death processes in a 1907 note of Alfred Lotka [19]. We adopt the Nishiura et al. formulation [23, 24],

$$i(t) = \sum_{s=f_0}^{f} r(t-s) i(t-s) k(s)$$

where $f_0$ and $f$ are the maximal and minimal observed times between a primary and a secondary case. In the renewal equation, the incidence curve $i(t)$ is causally linked to itself through an internal delay represented by the probability distribution $k(s)$ and a reproducing factor $r(t)$. We now consider generalizations of this renewal that link time series that can still be related by causality, time delay, and a reproducing factor.

Our first example is the reproducing link from cases to deaths. Consider the time delay probability distribution $k_i(s)$ that a person reported dead at time $t$ was reported positive at time $t-s$. Then we call $r(t)$ the probability that a person diagnosed at time $t$ will eventually die from the disease. With these assumptions, we obtain a generation equation linking cases to deaths, namely

$$d(t) = \sum_{s \geq 0} i(t-s)r(t-s)k_i(s),$$

where $d(t)$ denotes the daily death toll and $i(t)$ the incidence curve. A strong simplification of the model may replace $k_i$ by the Dirac mass concentrated at its center of mass $\sigma(t) =: \sum_s sk_i(s)$. Then (3) boils down to

$$d(t) = i(t-\sigma(t))r(t-\sigma(t)),$$

which amounts to assuming that all persons dead at time $t$ have been detected at time $t-\sigma(t)$. Let us now relate eq. (4) to the simpler equation (1). This can be done by setting $\hat{t}(t) = t-\sigma(t)$. Then (4) rewrites

$$d(\hat{t}(\hat{t})) = \hat{i}(\hat{t})r(\hat{t})$$

where $t(\hat{t})$ is the reverse change of variable. Setting $s(\hat{t}) = t(\hat{t}) - \hat{t}$ we get

$$d(\hat{t} + s(\hat{t})) = \hat{i}(\hat{t})r(\hat{t})$$

which is precisely (1). It remains to ask why the change of variable is licit. This is ensured if $|\sigma'(t)| < 1$, so that $\hat{t}(t)$ is strictly increasing. We shall ensure such a condition in our formalization of the problem.
2 Mathematical formalization and resolution of (1)

Given two causally related time series \( f(t) \) and \( g(t) \), we introduced the problem of finding a smooth time warping \( s(t) \) and a smooth reproduction number \( r(t) \) such that

\[
r(t)f(t) \approx g(t + s(t))
\]

(5)

This leads us to solve the following variational formulation of the problem where \( r(t) \) and \( s(t) \) are estimated by minimizing the error functional

\[
E(r, s) = \int_0^T (r(t)f(t) - g(t + s(t)))^2 + w_r \int_0^T r'(t)^2 dt + w_s \int_0^T s'(t)^2 dt + w_o \int_0^T (s_{\min} - s(t))^2 + (s(t) - s_{\max})^2 dt.
\]

(6)

The first term of the energy (6) penalizes a poor matching between \( r(t)f(t) \) and \( g(t + s(t)) \). The second and third terms of the energy impose that \( r(t) \) and \( s(t) \) be smooth, and the strength of this smoothing is controlled by the weights \( w_r \) and \( w_s \). The larger the values of these weights the more regular \( r(t) \) and \( s(t) \) will be. The fourth term penalizes warps \( s(t) \) that would fall outside an expected interval \( [s_{\min}, s_{\max}] \) (the function \( (x)_+ \) is defined as \( (x)_+ = x \) if \( x > 0 \) and \( (x)_+ = 0 \) otherwise).

To compute the minima of the energy (6), we first normalize the time series \( f(t) \) and \( g(t) \) by dividing them by their medians. In this way, the minimization is independent of the time series magnitudes. Once the energy is minimized, the obtained value of \( r(t) \) is scaled to compensate for this normalization. Next, we express the energy in a discrete setting as

\[
E(\{r_k, s_k\}) = \sum_{k=0}^{K} (r_k f_k - g_k^s)^2 + w_r \sum_{k=1}^{K} (r_k - r_{k-1})^2 + w_s \sum_{k=1}^{K} (s_k - s_{k-1})^2 + w_o \sum_{k=1}^{K} ((s_k - s_{\max})^2 + (s_{\min} - s_k)^2),
\]

(7)

where \( r_k = r(t_k), s_k = s(t_k), f_k = f(t_k), \) and \( g_k^s = g(t_k + s_k) \). We use an alternate iterative gradient descent type method to compute \( \{r_k^n\} \) and \( \{s_k^n\} \). Given \( \{s_k^n\} \) we compute \( \{r_k^n\} \) by expressing the derivatives of the energy with respect to \( r_k^n \) and equating them to 0. This yields a system of linear equations in \( \{r_k^n\} \),

\[
\left( r_k^n f_k - g_k^n \right) f_k + w_r (2r_k^n - r_{k-1}^n - r_{k+1}^n) = 0 \quad \text{for } k = 1, ..., K - 1;
\]

the cases \( k = 0 \) and \( k = K \) are managed using the boundary conditions. If the user has selected a value \( \tilde{r}_0 \) or \( \tilde{r}_K \) for \( r_0 \) or \( r_K \), then we add to the system the associated equation \( r_0 = \tilde{r}_0 \) or \( r_K = \tilde{r}_K \). Otherwise we add the equations

\[
\left( r_0^n f_0 - g_0^n \right) f_0 + w_r (r_0^n - r_1^n) = 0
\]

or

\[
\left( r_K^n f_K - g_K^n \right) f_K + w_r (r_K^n - r_{K-1}^n) = 0.
\]

Given \( \{r_k^n, s_k^n\} \), we compute \( s_k^{n+1} \) using a first order approximation of \( g(t_k + s_{k+1}^n) \). We express \( s_{k+1}^{n+1} = s_k^{n+1} + h_k^n \) (then the unknown becomes \( h_k^n \) and we replace in the energy \( g_k^{s_{k+1}^n} = g(k + s_{k+1}^n) \) by \( g(t_k + s_k^n + g'(t_k + s_k^n) h_k^n = g_k^{s_k^n + g_k^{s_k^n} h_k^n} \), (where \( g_k^{s_k^n} = g'(t_k + s_k^n) \)). Differentiating the energy with respect to \( h_k^n \) we obtain for \( k = 1, ..., K - 1 \), a linear equation in \( \{h_k^n\} \),

\[
- \left( r_k^n f_k - g_k^n \right) g_k^{s_k^n} + w_s (2s_k^n - s_{k-1}^n - s_{k+1}^n + 2h_k^n - h_{k-1}^n - h_{k+1}^n) + w_o (s_k^n - s_{\max}) + w_o (s_{\min} - s_k^n) = 0,
\]
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where the boundary conditions in $k = 0$ and $k = K$ are managed in the same way as for $r_k^w$. We perform iterations of the alternate scheme to compute $\{r_k^w, s_k^0\}$ until convergence. Notice that we need to initialize $\{s_k^0\}$ to start the iteration. We use two approaches to get an initialization of $\{s_k^0\}$. The first one is to put in correspondence the local maxima of $f(t)$ and $g(t)$. That provides the value of $\{s_k^0\}$ as the shift between the local maxima. For the rest of the points, we use linear interpolation to compute $\{s_k^0\}$ between the shift obtained for the local maxima. The second approach to initialize $\{s_k^0\}$ is to divide $[0, K]$ in equally spaced subintervals $[k_m, k_{m+1}]$ and for each subinterval, we compute $s_k^0 \in [s_{\text{min}}, s_{\text{max}}]$ which maximizes the covariance between $\{f_k\}_{k=k_m}^{k_{m+1}}$ and $\{g_k\}_{k=k_m}^{k_{m+1}}$. For the rest of points $k \neq k_m$ we initialize $\{s_k^0\}$ using linear interpolation. To get the best result for $\{r_k, s_k\}$ we minimize the energy using both mentioned different strategies for the initialization of $\{s_k^0\}$ and we keep the one providing the lowest value of the energy.

The main parameters of the energy are $w_r, w_s$, which determine the regularity of the ratio $r(t)$ and of the time shift $s(t)$, the interval $[s_{\text{min}}, s_{\text{max}}]$ with determines the expected range of values for $s(t)$, and the optional boundary values of $s(t)$ and $r(t)$ at the ends of the time interval $[0, T]$. All of these parameters can be tuned by the user. Unless otherwise indicated, the values of these parameters used in the experiments presented in this work are $w_r = 1000$, $w_s = 10$, $[s_{\text{min}}, s_{\text{max}}] = [-10, 25]$ and, by default, optional boundary values are not used. The parameter $w_o$ only intervenes in the case where $s(t)$ goes out of the interval $[s_{\text{min}}, s_{\text{max}}]$. Since an interval $[s_{\text{min}}, s_{\text{max}}]$, large enough to include the possible values of $s(t)$ is normally used, the term in the energy with $w_o$ is rarely used. We fixed $w_o = 10^{10}$ in the energy minimization implementation.

### 3 Results

All the experiments presented in this paper can be reproduced using the implementation of the method (named *EpiIndicators*) publicly available at the *EpiInvert* R CRAN package [2]. We used the values of the following time series provided by the World in data organization [20]:

- *new_cases*: new daily confirmed cases of COVID-19
- *new_deaths*: new daily deaths attributed to COVID-19
- *icu_patients*: number of COVID-19 patients in intensive care units (ICUs) on a given day
- *hosp_patients*: number of COVID-19 patients in hospital on a given day
- *weekly_icu_admissions*: number of COVID-19 patients newly admitted to intensive care units (ICUs) in a given week (reporting date and the preceding 6 days)
- *weekly_hosp_admissions*: number of COVID-19 patients newly admitted to hospitals in a given week (reporting date and the preceding 6 days)

The raw registered number of daily cases and deaths are very irregular curves that contain a strong weekly seasonality due to the way countries register the number of cases and deaths every day of the week. To remove the noise and the weekly seasonality of these curves, we use, *EpiInvert*, the method proposed in [1] which estimates smooth trend curves for the incidence and death. In the experiments presented below, we use these restored versions of the incidence and deaths as the epidemic time series.
Figure 1: For France, we use as time series $f(t)$: the restored number of daily cases using EpiInvert and $g(t)$: the restored number of daily deaths using EpiInvert. In (A) we plot $f(t)$ and $g(t)$. In (B) we plot the estimated $r(t)f(t)$ and $g(t+s(t))$. In (C) we plot $r(t)$ and $s(t)$.

**Comparison of cases and deaths.** For France, we compare in Figure 1 the cases and deaths. There is a good agreement between $r(t)f(t)$ and $g(t+s(t))$, except at the beginning of the epidemic where $r(t)f(t)$ is much smaller than $g(t+s(t))$, and $s(t)$ is negative. This is likely due to a very significant underestimation of the number of cases at the beginning of the epidemic. We highlight that the mortality rate, $r(t)$ decreases sharply up to 2022, and then it stabilizes around 0.15%. The delay $s(t)$ increases sharply up to 2021 and then stabilizes around 15 days.

**Influence of the weights $w_r$ and $w_s$.** For France again, Figure 2, we compare the cases and deaths when varying $w_r$ and $w_s$. As expected, decreasing the value of $w_r$ and $w_s$ improves the agreement between $r(t)f(t)$ and $g(t+s(t))$, but $r(t)$ and $s(t)$ are more irregular.

**Comparison of hospitalizations and ICU’s new admissions.** We compare hospitalizations’ weekly admissions and ICU’s weekly admissions for France in Figure 3. We observe a very good agreement between $r(t)f(t)$ and $g(t+s(t))$. This is likely due to the fact that the quality of these indicators is higher than the quality of the reported cases used above. The maximum of $r(t)$ is attained in 2021 around 22% and in 2022 stabilizes around 9%. The delay $s(t)$ is always small, and at the end of the period stabilizes around 1 day.

**Comparison of epidemiological waves between countries.** In Figure 4, we now pass to comparing the deaths between Italy and France to estimate the delay between the COVID-19 waves in both countries. We know that the epidemic started in Italy before France. This is reflected in that $s(0) \approx 11.8$ days. Then $s(t)$ decreases sharply and stabilizes near zero, indicating that there is currently only a short delay between the epidemic waves in France and Italy. We also know that the first wave of the epidemic in Italy generated a large number of deaths; this is reflected in that $r(0) \approx 1.12$. The median of $r(t)$ for the whole period is 0.885, which is a value very close to the ratio between the populations of Italy and France (around 0.875), which indicates
Figure 2: Same experiment as in Figure 1 but using $w_r = 10$ (instead of the default value $w_r = 1000$) and $w_s = 1$ (instead of the default value $w_s = 10$).

Figure 3: For France, we use as time series $f(t)$ : the weekly hospitalization admission and $g(t)$ : the weekly ICU’s admission. In (A) we plot $f(t)$ and $g(t)$. In (B) we plot the estimated $r(t)f(t)$ and $g(t+s(t))$. In (C) we plot $r(t)$ and $s(t)$.
that, globally, the mortality rate in both countries has been similar.

Comparing the result of EpiInvert with the smooth values of cases provided by [Our World in data]. The [Our World in data] dataset includes smooth values of the cases and deaths that we have stored in the owid dataset included in the EpiInvert CRAN package. In Figure 5 we compare this smooth data with the one provided by EpiInvert for the new cases in France. We observe that the [Our World in data] smooth version of cases is more irregular than EpiInvert, it can be zero sometimes and the median of the delay \( s(t) \) is about 1.81 days. So, in general, to smooth the raw values of cases and deaths, it is better to use EpiInvert instead of the [Our World in data] smooth data.

Verifying the model by a simulation study. To evaluate the capacity of EpiIndicators to correctly estimate \( r(t) \) and \( s(t) \) we developed a realistic simulation framework where both functions were known. We used as second time serie \( g(t) \) the restored number of deaths in France using EpiInvert and we generated the first time serie \( f(t) \) from simulated \( r(t) \) and \( s(t) \) using the formula

\[
f(t) = \frac{g(t + s(t))}{r(t)}.
\]

in this way, we obtained a perfect matching between both curves. The function \( r(t) \) was obtained using ‘atan()’ type functions where we simulated a decreasing behavior for \( r(t) \), \( s(t) \) was simulated in the same way with an increasing behavior. After simulating \( f(t) \) and \( g(t) \) in that way with a “ground truth” \((s(t), r(t))\), we applied EpiIndicators to the pair \( f(t), g(t) \) and compared the obtained values of \( r(t) \) and \( s(t) \) with the ground truth.

The results are shown in Figures 6 and 7. We observe a good agreement between the estimated values of \( r(t) \),

---

Figure 5: We use as time series $f(t)$: the restored number of daily cases in France using EpiInvert and $g(t)$: the smooth values of daily cases provided by [Our World in data]$^4$. In (A) we plot $f(t)$ and $g(t)$. In (B) we plot the estimated $r(t)f(t)$ and $g(t+s(t))$. In (C) we plot $r(t)$ and $s(t)$.

$s(t)$, and the ground truth. Notice that we cannot expect the values to be exactly equal, because in the areas where $g(t+s(t))$ is very small or constant, there is not enough information to compute $s(t)$. In that case, the energy regularity term dominates, causing the estimated value to be slightly smoother than the ground truth. On the contrary, at the peaks of the epidemic waves, the information is more robust and we can expect the calculation of $r(t)$ and $s(t)$ to be more accurate.

Next, we studied, using these simulated data, the influence of the order in which the time series are taken. Let $\tilde{r}(t)$ and $\tilde{s}(t)$ be the ratio and delay obtained using $g(t)$ as the first curve and $f(t)$ as the second curve. Then, accordingly with our model, we have that

$$\tilde{r}(t)g(t) \approx f(t+\tilde{s}(t)) \approx \frac{g(t+\tilde{s}(t)+s(t+\tilde{s}(t)))}{r(t+\tilde{s}(t))}$$

To check if this relation is satisfied we studied the normalized error distribution

$$\frac{r(t+\tilde{s}(t))\tilde{r}(t)g(t) - g(t+\tilde{s}(t)+s(t+\tilde{s}(t)))}{\text{median}(g)}.$$  

The results are shown in Figure 8. The small size of the normalized error (10) shows the performance of the method and its stability when we change the role of the time series. In the beginning, we find larger errors due to boundary effects in the estimations.

**A sanity check: verifying the transitivity of the estimations of $r(t)$ and $s(t)$.** In this paragraph, we end this study by verifying the transitivity of the estimation when three time series are involved. Let $f_1(t)$, $f_2(t)$ and $f_3(t)$ be these three time series. We took as example the France incidence curve $f_1(t)$ restored using EpiInvert; $f_2(t)$ is the number of new hospital admissions and $f_3(t)$ is the number of new deaths restored.
Figure 6: We use as time series $g(t)$ the restored number of deaths in France using $\text{EpiInvert}$ and $f(t)$ is defined as $f(t) \frac{2^{(t+s(t))}}{r(t)}$ where $s(t)$ and $r(t)$ are a simulated ground truth. In (A) we plot $f(t)$ and $g(t)$. In (B) we plot the estimated $r(t)f(t)$ and $g(t+s(t))$ using the recovered values for $r(t)$ and $s(t)$. In (C) we plot the recovered values for $r(t)$ and $s(t)$.

Figure 7: Comparison of the values of $r(t)$ and $s(t)$ estimated by the model and their ground truth using the simulated data.
using \textit{EpiInvert}. The hospitalization data was taken from the COVID-19 European Hub. We will study the relationship between the ratio and delay between the three time series. Let $r_{i,j}(t)$ and $s_{i,j}(t)$ be the ratio and delay between time series $f_i(t)$ and $f_j(t)$. Then we have

$$r_{i,j}(t)f_i(t) \approx f_j(t + s_{i,j}(t)).$$

Using this relation for $\{i, j\} = \{1, 2\}, \{2, 3\}, \{1, 3\}$ we obtain the following transitivity relation:

$$r_{2,3}(t + s_{1,2}(t))r_{1,2}(t)f_1(t) \approx r_{2,3}(t + s_{1,2}(t))f_2(t + s_{1,2}(t)) \approx f_3(t + s_{1,2}(t) + s_{2,3}(t + s_{1,2}(t))).$$

therefore the transitivity condition can be expressed using the equations

$$r_{1,3}(t) \approx r_{2,3}(t + s_{1,2}(t))r_{1,2}(t);$$

$$s_{1,3}(t) \approx s_{1,2}(t) + s_{2,3}(t + s_{1,2}(t)).$$

Next, we check if the relations (13) and (14) were satisfied for the proposed example. To do so we estimated $r_{i,j}(t)$ and $s_{i,j}(t)$ using the proposed method. Then, in Figure 9, we plotted $r_{1,3}(t)$ and $r_{2,3}(t + s_{1,2}(t))r_{1,2}(t)$ in (A) and $s_{1,3}(t)$ and $s_{1,2}(t) + s_{2,3}(t + s_{1,2}(t))$ in (B). We notice a reasonable transitivity between the estimations of the ratio and delay for the three time series, except at the beginning of the epidemic likely, due to the poor quality of the initial incidence curve.

### 4 Conclusions

The results of the method are informative and realistic: we found for example blindly a fairly constant and plausible time delay of 16 days between cases and deaths, a very good correspondence between hospitalizations and ICU’s time series, and an extraordinarily smooth correspondence between the death curves of France and

Figure 8: Normalized error (10) using the simulated data.
Figure 9: A sanity check: verifying the transitivity of the estimations of \( r(t) \) and \( s(t) \) when three time series are involved: \( f_1(t) \), the France incidence curve, \( f_2(t) \), the number of new hospital admissions and \( f_3(t) \) the number of new deaths. In (A) we plot \( r_{1,3}(t) \) and \( r_{2,3}(t + s_{1,2}(t))r_{1,2}(t) \) and in (B) we plot \( s_{1,3}(t) \) and \( s_{1,2}(t) + s_{2,3}(t + s_{1,2}(t)) \).

Italy. Our method leads to propose generalizations of the renewal equation that enable relating curves of different data, thus generalizing the concept of reproducing number \( R_t \) to heterogeneous classes.

The main objection that can be raised by the method is its over-determination. Indeed, there are multiple solutions of (1), some trivial like \( s(t) = 0 \) and \( r(t) = g(t) / f(t) \), and many more. Indeed we can fix an arbitrary and smooth shift \( s(t) \), and obtain again a solution pair \( r(t), s(t) \) to (1) as \( r(t) = g(t + s(t)) / f(t) \). Thus, the joint imposition of regularity to \( r(t) \) and \( s(t) \) is crucial for our purposes. The good results obtained in the simulated study where a realistic ground truth for \( r(t), s(t) \) is properly recovered by the method, and the symmetry and transitivity of the method confirm that a sufficient regularity imposition on \( r(t) \) and \( s(t) \) properly solves the over-determination problem. From the modeling viewpoint, we verified that the behavior of \( r(t) \) and \( s(t) \) was interpretable and linked to health policies, which is reassuring.
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