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Abstract

We present an analysis of epidemiological compartment models that explicitly capture the dynamics of asymptomatic but infectious individuals. Our models can be viewed as an extension to classic SIR models, to which a distinct Asymptomatic compartment is added. We discuss both a group compartment model capturing a Susceptible-Asymptomatic-Infected-Recovered-Susceptible (SAIRS) epidemic process, and also introduce and evaluate SAIRS dynamics evolving over networks. We investigate equilibria and stability properties that include both disease-free and endemic equilibria states for these models, providing sufficient conditions for convergence to these equilibria. Model parameter estimation results based on local test-site and Peoria county clinic data are given, and a number of simulations illustrating the effects of asymptomatic-infected individuals and network structure on the spread and/or persistence of the disease are presented.
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1 Introduction

Modeling, analysis and control of epidemic spread processes over networks have been of interest in multiple communities over the past two decades, owing not only to the COVID-19 pandemic, but also to outbreaks of the related SARS and MERS viruses, Zika, Ebola, and more generally, computer network viruses and propagating opinions over social media networks. Conducting experiments to analyze infectious disease spread processes and response policies are prohibitive for many reasons, including not only costs, but more importantly ethics. As a result, mathematical modeling and simulation approaches provide essential alternatives for estimating and predicting when and how an epidemic might spread over a contact network [1]. Further, simulations of strategic control policies for validated epidemic models can provide insights into approaches for mitigating virus spread over networks [2].

The mathematical models for most epidemiological studies today derive from the compartment models first proposed by Kermack and McKendrick [3], although mathematical models for epidemics, or spread processes more generally, have been analyzed and studied for over 200 years, with one of the earliest known studies in the literature being that by D. Bernoulli on the analysis of the small-pox virus [4]. The now widely used compartment models assume every subject lies in a specific segment or compartment of the population at any given time, with these compartments including susceptible (S), infected (I), exposed (E) and/or recovered (R) population groups, leading to the
classical epidemiological models: SI (susceptible-infected), SIS (susceptible-infected-susceptible), SIR (susceptible-infected-recovered) and SEIR (susceptible-exposed-infected-recovered) models. As one example, the Kermack and McKendrick SIS model is given by

\[
\begin{align*}
\dot{S}(t) &= -\beta S(t)I(t) + \delta I(t) \\
\dot{I}(t) &= \beta S(t)I(t) - \delta I(t),
\end{align*}
\]

(1)

where \(S(t)\) is the susceptible (non-infected) segment of the population at time \(t\), \(I(t)\) is the infected segment of the population at time \(t\), \(\beta\) represents the rate of infection or contact amongst infected and susceptible subgroups, and \(\delta\) represents the healing rate. This foundational model assumes: (1) a homogeneous population with no vital dynamics, that is birth and death processes are not included, meaning that infection and healing are assumed to occur at faster rates than vital dynamics and the population size is assumed to remain constant; and (2) the population mixes over a trivial network, or in other words, over a complete graph structure. These assumptions have led to errors in previous epidemic forecasts [5].

We note that similar models to that given in (1) have been derived for SI, SIR(S) and SEIR(S) processes; SI models simply have \(\delta = 0\); SIR(S) models include a recovered segment of the population and a recovery rate \(\gamma\); and SEIR(S) models include an exposed segment of the population and a corresponding parameter \(\sigma\) capturing the rate at which an exposed individual transitions to the infected state; the exposed segment is typically assumed to be non-infectious with the accompanying rate parameter capturing the disease incubation period. There are numerous variants of these models, including recent models in which human awareness is taken into account [6–9], and in which multiple epidemic processes or epidemic processes with heterogeneous or non-static parameters may be propagating simultaneously [10–13].

Over the past two decades, both to address the discrepancies found in prior epidemic forecasts, and to better model spreading processes of computer viruses over communication networks, there has been an increased focus on the study of epidemic processes evolving over arbitrary network, or graph, structures; see for example [14–18], and from a controls perspective [19–21] (as the literature in this area is vast this list is not exhaustive). These networks represent the variation in interactions among members of a population, where the nodes in the network may represent either individuals or subgroups in the larger population, and the edges between nodes in the network represent the strength of the interaction between the nodes.
Over a network of $n$ total nodes, epidemic or spread process dynamics can be described by Markov process models, for example, of dimension $2^n$ for SIS models and $3^n$ for SIR models. These models describe the probability of each node transitioning from susceptible to infected, and/or to recovered states, and back, where the probabilities are determined by the model rate parameters (infection, healing, etc.) and the network interconnection structure, and reflect the stochastic evolution of such epidemic processes. Clearly, as the number $n$ of nodes in the network increase, analysis of these models becomes intractable. As an alternative, mean-field approximation (MFA) models have been derived and shown to be appropriate under certain assumptions; these models are derived by taking expectations over infection transition rates of the agents and rely on the fundamental work of Feller [22] and Kurtz [23].

When individuals or population subgroups are assumed to be interconnected via a graph with adjacency matrix $W = [W_{ij}]$, where element $W_{ij}$ defines the strength of the connection from node $i$ to node $j$, and further making assumptions of large and constant agent population size and probabilistic independence assumptions, the deterministic networked MFA dynamic models are now considered standard models; these models have been analyzed in detail and shown to provide upper bounds on the probability of infection of a given agent at any given time (see [24] and [25] for discussions and perspectives). Again considering an SIS process example, denoting the probability of node $i$ being infected at time $t$ by $p_i(t) \in [0, 1]$, the following differential equation provides a MFA model of the evolution of the probabilities of infection of the nodes:

$$\dot{p}_i(t) = (1 - p_i(t))\beta \sum_{j=1}^{N} W_{ij} p_j(t) - \delta p_i(t).$$

(2)

This model provides a lower complexity deterministic approximation to the full dimension Markov process model of a SIS spread process evolving over a static network. Further details can be found in [19, 26, 27]. Discrete time versions of these approximation models have also been proposed and studied, see for example [28, 29].

The main objectives in most analyses of epidemic process dynamics include computing the system equilibria, and determining the convergence behavior of these processes near the equilibria. In particular, conditions for the existence of and convergence to “disease-free” or “endemic” equilibria are sought. For (2), it is straightforward to see that the disease-free state, $p_i^* = 0$ for all $i \in \{1, \ldots, N\}$, is a trivial equilibrium of the dynamics. It has been shown that this equilibrium is globally asymptotically stable if and only if $\frac{\beta}{\delta} \leq \frac{1}{\lambda_{\text{max}}(W)}$, where $\lambda_{\text{max}}(W)$ represents the largest real-valued part of the eigenvalues of the matrix $W$. It has further been shown, however, that if $\frac{\beta}{\delta} > \frac{1}{\lambda_{\text{max}}(W)}$, then
there exists another equilibrium that is (almost) globally asymptotically stable, with \( p^*_i \in (0, 1) \) for all \( i \in \{1, 2, \ldots, n\} \), implying the system converges asymptotically to an endemic state [28, 30–32].

In this paper we consider a compartment model structure that specifically accounts for infectious but asymptomatic subgroups or individuals, namely a SAIRS model structure, incorporating Susceptible(S), Asymptomatic-infected(A), Infected-symptomatic(I), and Recovered(R) subsets of the population. We note that the asymptomatic subset we consider may include those individuals who do not experience symptoms through the course of their infection, as well as pre-symptomatic individuals. This structure may be used to directly capture the dynamics of COVID-19 and the role asymptomatic individuals play in the disease spread process; this model was first introduced in public online seminars and panel discussions in [33, 34], and in the literature in [20, 35]. Compartment models with different structures but including explicit asymptomatic population segments were previously proposed for dengue fever [36] and rumor spreading over online social networks [37]. Relevant work on alternative SAIRS model structures has been reported in [38–41]. In [38], the authors derive mean-field approximations of the exact state evolution for SAIRS models, and also present a game-theoretic model where nodes choose their activation probabilities in a strategic (e.g., selfish) manner using current state information as feedback. The author in [39] introduces a compartmental model including a group of individuals with pure asymptomatic infection (i.e., having no symptoms throughout the course of infection), with permanent immunity upon recovery, and provides estimations of the asymptomatic populations in California, Florida, New York, and Texas. The authors in [40] present a more complex data-informed model including pre-symptomatic, asymptomatic, and hospitalized subgroups of the population, and provide forecasts for the epidemic over homogeneous populations. In [41] the authors provide \( \mathcal{H}_\infty \) based (i.e., worst-case) stability analyses for an SAIR model structure, and provide more focused simulations for SAIR spread processes over small-world networks; there is no explicit loss of immunity included in their model under which to study endemicity behavior. Herein we provide more thorough stability analyses and simulations of the endemic equilibria for SAIRS models (as well as for the disease free equilibria), than have been presented in prior work. Our analysis approach is based on classic Lyapunov methods for dynamical systems. We further take the contact network into consideration and discuss the impact of the network structure and potentially heterogeneous epidemic parameters on the spread process.

In the remainder of the paper, we first present the specific SAIRS group and networked models we will consider throughout, and discuss the equilibria and stability properties of these models in Section 2. In Section 3, we dis-
cuss a simple least squares estimation approach to compute the SAIRS model parameters from data, which relies on knowledge of the proportion, $q$, of the infections that are asymptomatic. We therefore also discuss methods for estimating this proportion, and use local COVID test-site data (Champaign County Public Health District) to evaluate the results. These initial estimation results are compared to data recorded at Peoria County clinics from April 2020 to July 2020, which explicitly includes symptoms of all sample individuals. We then discuss a series of simulation studies in Section 4, which illustrate our stability results as well as highlighting the role the asymptomatic subgroup and the contact network play in disease spread under various quarantine policies made with and without awareness of asymptomatic status. We further present a longer-term forecast for the epidemic process with both pharmaceutical and non-pharmaceutical mitigation approaches. To conclude, we discuss the challenges the currently available data present and our ongoing and future work in Section 5.

2 The SAIRS model

In order to investigate the effects of asymptomatic individuals on the spread of the epidemic, we consider the effects of a proportion of the infected subgroup being asymptomatic and potentially unaware of their carrier status. We evaluate both single group models as well as networked models, providing equilibria and stability analyses.

2.1 Single-Group and Networked Models

Let $S(t), A(t), I(t), R(t)$, respectively, represent the proportion of susceptible, asymptomatic-infected, symptomatic-infected, and recovered individuals at time $t$. The Group SAIRS(S) model we consider is characterized as:

$$\begin{align*}
\dot{S}(t) &= -\beta S(t)(A(t) + I(t)) + \delta R(t) \\
\dot{A}(t) &= q\beta S(t)(A(t) + I(t)) - \sigma A(t) - \kappa A(t) \\
\dot{I}(t) &= (1 - q)\beta S(t)(A(t) + I(t)) + \sigma A(t) - \gamma I(t) \\
\dot{R}(t) &= \kappa A(t) + \gamma I(t) - \delta R(t).
\end{align*}$$

(3)

Here again $\beta$ is the transmission rate amongst susceptible and infected groups, the latter of which includes both asymptomatic and symptomatic; $\kappa$ and $\gamma$, respectively, are the recovery rates for asymptomatic-infected and symptomatic-
infected groups. The proportion of infections that are asymptomatic (and/or pre-symptomatic) is denoted by $q$, after which the newly infected individuals show no symptom but are still infectious; correspondingly, $(1 - q)$ represents the proportion of symptomatic infections. Further, $\sigma$ is the progression rate from asymptomatic (and/or pre-symptomatic) to symptomatic, and $\delta$ represents the rate at which immunity recedes. When $\delta = 0$, individuals gain permanent immunity to the infection upon recovery. We assume these relations hold for all $i \geq 0$.

We also study the SAIRS model dynamics of $n$ agents (individuals or subpopulations) interconnected over an arbitrary network structure, with adjacency matrix denoted by $W$. Defining $s_i, a_i, p_i, r_i$, respectively, as the proportion of the subpopulation $i$ that is susceptible (or healthy), asymptomatic-infected, symptomatic-infected, or recovered, the Networked SAIRS (N-SAIRS) dynamics over an arbitrary interconnection network is given by

$$
\begin{align*}
\dot{s}_i(t) &= -\beta_i s_i(t) \sum_j W_{ij} (a_j(t) + p_j(t)) + \delta_i r_i(t) \\
\dot{a}_i(t) &= q\beta_i s_i(t) \sum_j W_{ij} (a_j(t) + p_j(t)) - \sigma_i a_i(t) - \kappa_i a_i(t) \\
\dot{p}_i(t) &= (1 - q)\beta_i s_i(t) \sum_j W_{ij} (a_j(t) + p_j(t)) + \sigma_i a_i(t) - \gamma_i p_i(t) \\
\dot{r}_i(t) &= \kappa_i a_i(t) + \gamma_i p_i(t) - \delta_i r_i(t),
\end{align*}
$$

(4)

where, similar to the Group Model (3), for a subpopulation $i$, $\beta_i$ is the agent-to-agent transmission rate; $\kappa_i$ and $\gamma_i$, respectively, are the recovery rates for asymptomatic-infected and symptomatic-infected subsets; again, $\sigma_i$ represents the transition rate from asymptomatic to symptomatic infected; and $\delta_i$ represents the rate at which individuals may be susceptible to reinfection again after recovery. Since all individuals in a subgroup $i$ will reside in one of these subsets, we have $s_i(t) + a_i(t) + p_i(t) + r_i(t) = 1$, over all $i \in [n]$. This proportion is relative to the subpopulation size, $N_i$, of group $i$; recall the total population $N = \sum_i N_i$.

**Remark:** In the case where we have homogeneous spread parameters and the underlying network topology is complete with evenly distributed interconnection weights, that is, when $W_{ij} = 1/n$ for all $i, j \in [n]$, and $(\beta_i, \kappa_i, \gamma_i, \sigma_i, \delta_i) = (\beta, \kappa, \gamma, \sigma, \delta)$ for all $i \in [n]$, the Group Model (3) and the Networked Model (4) are equivalent.

Prior to discussing the analysis of equilibria and stability for these models, we note the following result which establishes that the N-SAIRS model is well-defined. This result was first presented in [20] for the discrete-time case using an induction argument; it is straightforward to adapt this result to the continuous-time model given in (4). We
first state our assumption on the model parameters.

**Assumption 1.** For all \(i, j \in [n]\), we have \(\beta_i, \gamma_i, \delta_i, \sigma_i, \delta_i, W_{ij} \geq 0, \ 0 \leq q \leq 1\).

**Lemma 1.** Consider the model in (4) under Assumption 1. Suppose \(s_i(0), a_i(0), p_i(0), r_i(0) \in [0, 1]\), \(s_i(0) + a_i(0) + p_i(0) + r_i(0) = 1\), \(\forall i \in [n]\). Then, for all \(t \geq 0\) and \(i \in [n]\), we have \(s_i(t), a_i(t), p_i(t), r_i(t) \in [0, 1]\) and \(s_i(t) + a_i(t) + p_i(t) + r_i(t) = 1\).

**Proof:** We show that for all \(i \in [n]\) and \(t \geq 0\), when \(s_i(t) = 0, a_i(t) = 0, p_i(t) = 0, r_i(t) = 0\), respectively, we have \(s_i(t) \geq 0, a_i(t) \geq 0, p_i(t) \geq 0, r_i(t) \geq 0\); and when \(s_i(t) = 1, a_i(t) = 1, p_i(t) = 1, r_i(t) = 1\), respectively, we have \(s_i(t) \leq 0, a_i(t) \leq 0, p_i(t) \leq 0, r_i(t) \leq 0\).

Firstly, from \(s_i(0) + a_i(0) + p_i(0) + r_i(0) = 1\), and \(s_i(t) + a_i(t) + p_i(t) + r_i(t) = 0\), we have \(s_i(t) + a_i(t) + p_i(t) + r_i(t) = 1\), \(\forall i \in [n]\), \(\forall t \geq 0\).

By Assumption 1 and (4), for all \(i \in [n]\), if \(s_i(0) = 0\), we have \(s_i(0) = \delta_i r_i(0) \geq 0\). By the continuity of \(s_i(t)\), there exists \(T_{s_i} \geq 0\), such that, \(s_i(t) \geq 0, \forall t \in [0, T_{s_i}]\). Similarly, if \(a_i(0) = 0\), we have \(a_i(0) = q\beta_i s_i(0) \sum_j W_{ij}(a_j(0) + p_j(0)) \geq 0\); if \(p_i(0) = 0\), we have \(p_i(0) = (1 - q) \beta_i s_i(0) \sum_j W_{ij}(a_j(0) + p_j(0)) + \sigma_i a_i(0) \geq 0\); and if \(r_i(0) = 0\), we have \(r_i(0) = \kappa_i a_i(0) + \gamma_i p_i(0) \geq 0\). Thus, there also exist \(T_{a_i} \geq 0, T_{p_i} \geq 0, T_{r_i} \geq 0\), respectively, such that \(a_i(t) \geq 0, p_i(t) \geq 0, r_i(t) \geq 0, \forall t \in [0, T_{a_i}], p_i(t) \geq 0, \forall t \in [0, T_{p_i}], r_i(t) \geq 0, \forall t \in [0, T_{r_i}]\).

Define \(T := \min_{i \in [n]} \min(T_{s_i}, T_{a_i}, T_{p_i}, T_{r_i})\) for \(i \in [n]\). Then by definition, \(s_i(T) \geq 0, a_i(T) \geq 0, p_i(T) \geq 0, r_i(T) \geq 0, \forall i \in [n]\). Similarly, we have \(s_i(T) = \delta_i r_i(T) \geq 0\) if \(s_i(T) = 0; a_i(T) = q\beta_i s_i(T) \sum_j W_{ij}(a_j(T) + p_j(T)) \geq 0\) if \(a_i(T) = 0; p_i(T) = (1 - q) \beta_i s_i(T) \sum_j W_{ij}(a_j(T) + p_j(T)) + \sigma_i a_i(T) \geq 0\) if \(p_i(T) = 0; r_i(T) = \kappa_i a_i(T) + \gamma_i p_i(T) \geq 0\) if \(r_i(T) = 0\).

Thus, for all \(t \geq 0\) such that \(s_i(t) = 0, a_i(t) = 0, p_i(t) = 0\) or \(r_i(t) = 0\), respectively, we have \(s_i(t) \geq 0, a_i(t) \geq 0, p_i(t) \geq 0, r_i(t) \geq 0\). This further suggests that, \(s_i(t) \geq 0, a_i(t) \geq 0, p_i(t) \geq 0, r_i(t) \geq 0, \forall i \in [n], \forall t \geq 0\).

Next, we prove that if \(s_i(t) = 1, a_i(t) = 1, p_i(t) = 1, \) or \(r_i(t) = 1\), respectively, we have \(s_i(t) \leq 0, a_i(t) \leq 0, p_i(t) \leq 0, r_i(t) \leq 0\). Given in Lemma 1, \(s_i(t) + a_i(t) + p_i(t) + r_i(t) = 1\), and \(s_i(t), a_i(t), p_i(t), r_i(t) \geq 0, \forall i \in [n]\). Hence, if \(s_i(t) = 1\), we have \(a_i(t) = 0, p_i(t) = 0, r_i(t) = 0\), which leads to \(s_i(t) = -\beta_i \sum_j W_{ij}(a_j(t) + p_j(t)) \leq 0\). Similarly, if \(a_i(t) = 1\), we have \(a_i(t) = -\sigma_i + \kappa_i \leq 0; \) if \(p_i(t) = 1, \) \(p_i(t) = -\gamma_i \leq 0; \) and if \(r_i(t) = 1, \) \(r_i(t) = -\delta_i \leq 0\). Similar to the preceding argument, we have \(s_i(t) \leq 1, a_i(t) \leq 1, p_i(t) \leq 1, r_i(t) \leq 1, \forall i \in [n], \forall t \geq 0\).
2.2 Equilibria and stability

To quantitatively and qualitatively evaluate the propagation of the virus, a critical threshold quantity, denoted by $R_0$ and referred to as the basic reproduction number, is used extensively in epidemiological studies. This number indicates how rapidly infected individuals transmit the virus to healthy individuals. In this section, we evaluate the SAIRS model equilibria and conduct stability analyses around the equilibria, leading to conditions on $R_0$ which provide quantitative criteria for convergence to the disease-free state, or to an endemic state. We first consider the group model.

2.2.1 Group Model SAIRS

Noting that $S(t) = 1 - A(t) - I(t) - R(t)$, the nonlinear system dynamics (3) can be written as

$$\dot{A}(t) = q\beta (1 - A(t) - I(t) - R(t))(A(t) + I(t)) - \sigma A(t) - \kappa A(t)$$

$$\dot{I}(t) = (1 - q)\beta (1 - A(t) - I(t) - R(t))(A(t) + I(t)) + \sigma A(t) - \gamma I(t)$$

$$\dot{R}(t) = \kappa A(t) + \gamma I(t) - \delta R(t).$$

By setting $\dot{A}(t), \dot{I}(t), \dot{R}(t)$ to 0, we can see immediately that an equilibrium state of system (5) is given by $(A^e, I^e, R^e) = (0, 0, 0)$ with $S^e = 1$. This is the disease-free equilibrium (DFE) in the case of non-permanent immunity. Linearizing system (5) around $(A^e, I^e, R^e)$, we obtain the system Jacobian matrix,

$$J^e = \begin{bmatrix}
q\beta - \kappa - \sigma & q\beta & 0 \\
(1 - q)\beta + \sigma & (1 - q)\beta - \gamma & 0 \\
\kappa & \gamma & -\delta
\end{bmatrix}.$$ (5)

The system described by (5) is globally asymptotically stable around the DFE if all eigenvalues of $J^e$ have negative real parts; see Theorem 4.7 from [42]. Computing the characteristic polynomial for $J^e$, we have after some straightforward manipulations,

$$\det(\lambda I - J^e) = (\lambda + \delta) \cdot [\lambda - q\beta + \kappa + \sigma] [\lambda - (1 - q)\beta + \gamma] - q(1 - q)\beta^2 - q\beta \sigma$$ (6)
Applying the Routh-Hurwitz criterion to (6) gives us the following.

**Proposition 1.** Given the system dynamics defined by (5), the DFE \((S^e, A^e, I^e, R^e) = (1, 0, 0, 0)\) is globally asymptotically stable (GAS) when \(\delta > 0\) and

\[
R_0 := \max \left( \frac{\beta}{\kappa + \gamma + \sigma}, \frac{\beta(q\gamma + (1-q)\kappa + \sigma)}{\gamma(\kappa + \sigma)} \right) < 1. \tag{7}
\]

In the case where \(\delta = 0\), that is when immunity following recovery from infection is permanent, the disease-free equilibria will be the subspace of points \((S^e, A^e, I^e, R^e) = (c_S, 0, 0, c_R)\), where constants \(c_R, c_S\) satisfy \(c_S + c_R = 1\). Analyzing the Jacobian for (5) in this case gives us that the equilibria \((S^e, A^e, I^e, R^e) = (c_S, 0, 0, c_R)\) are also globally asymptotically stable (GAS) when (7) is satisfied. That is, this basic reproduction number expression provides an appropriate threshold for determining when the spread process for the SAIRS model will or will not spread exponentially in either of the scenarios of permanent or non-permanent immunity.

We may also consider the case where the asymptomatic-infected and symptomatic-infected individuals have different infection transmission rates. In the case of COVID-19, this difference could be partly due to the inability to conduct frequent large-scale population testing, for example allowing efficient identification and isolation of Asymptomatic individuals. Thus, we would have different quarantine control effectiveness over these two subpopulations. In this case, we denote the infection transmission rates for agent-to-agent contact between the susceptible subgroup and the two infectious groups, respectively, as \(\beta_A, \beta_I\). As in the preceding analysis, we compute the Jacobian around the disease-free equilibrium \((S^e, A^e, I^e, R^e) = (1, 0, 0, 0)\), as

\[
J^e = \begin{bmatrix}
q\beta_A - \kappa - \sigma & q\beta_I & 0 \\
(1-q)\beta_A + \sigma & (1-q)\beta_I - \gamma & 0 \\
\kappa & \gamma & -\delta \\
\end{bmatrix}. \tag{8}
\]

Following a similar approach as before yields

\[
R_0 := \max \left( \frac{q\beta_A +(1-q)\beta_I}{\kappa + \gamma + \sigma}, \frac{q\beta_A \gamma + \beta_I((1-q)\kappa + \sigma)}{\gamma(\kappa + \sigma)} \right). \tag{9}
\]

For GAS, using a similar argument, we can again show it is required that \(R_0 < 1\).
Of perhaps greater interest is the endemic equilibria for (5). If we again assume non-permanent immunity, that is, \( \delta > 0 \), setting \( A(t), I(t), R(t) \) to 0, we can compute the unique endemic equilibrium for (5):

\[
\begin{bmatrix}
S^e \\
A^e \\
I^e \\
R^e
\end{bmatrix} = \begin{bmatrix}
\frac{\gamma (\kappa + \sigma)}{\beta (q \gamma + (1-q) \kappa + \sigma)} \\
\frac{q \delta \gamma (\beta (q \gamma + (1-q) \kappa + \sigma) - \gamma (\kappa + \sigma))}{\beta (q \gamma + (1-q) \kappa + \sigma)} \\
\frac{\delta (\gamma + (1-q) \kappa + \sigma) - \gamma (\kappa + \sigma)}{\beta (q \gamma + (1-q) \kappa + \sigma) - \gamma (\kappa + \sigma)} \\
\frac{\gamma (\kappa + \sigma) - \gamma (\kappa + \sigma)}{\beta (q \gamma + (1-q) \kappa + \sigma) - \gamma (\kappa + \sigma)}
\end{bmatrix}.
\] (10)

Denoting \( \Psi = \gamma (\kappa + \sigma) \) and \( \Phi = q \gamma + (1-q) \kappa + \sigma \), and noting that both \( \Psi > 0 \) and \( \Phi > 0 \), we further define

\[
C = \beta \Phi - \Psi = \beta (q \gamma + (1-q) \kappa + \sigma) - \gamma (\kappa + \sigma),
\]
\[
D = \delta \Phi + \Psi = \delta (q \gamma + (1-q) \kappa + \sigma) + \gamma (\kappa + \sigma) > 0.
\] (11)

The endemic equilibrium now can be written more compactly as

\[
\begin{bmatrix}
S^e \\
A^e \\
I^e \\
R^e
\end{bmatrix} = \begin{bmatrix}
\frac{\Psi}{\beta \Phi} \\
\frac{q \delta \gamma C}{\beta \Phi D} \\
\frac{\delta ((1-q) \kappa + \sigma) C}{\beta \Phi D} \\
\frac{\Psi C}{\beta \Phi D}
\end{bmatrix}.
\] (12)

Using the relationship \( S(t) = 1 - A(t) - I(t) - R(t) \) and the expression for the endemic equilibrium point in (12), we
compute the Jacobian around this equilibrium point as

\[
J^e = \begin{bmatrix}
J_1 & J_2 & J_3 \\
J_4 & J_5 & J_6 \\
J_7 & J_8 & J_9 \\
\end{bmatrix}
= \begin{bmatrix}
-\frac{(\kappa+\sigma)((1-q)\kappa+\sigma)}{\Phi} - \frac{q\delta C}{D} & -\frac{q\Psi}{\Phi} - \frac{q\delta C}{D} & -\frac{q\delta C}{D} \\
\frac{(\gamma+\sigma)((1-q)\kappa+\sigma)}{\Phi} - \frac{(1-q)\delta C}{D} - \frac{\gamma\delta C}{\Phi} - \frac{(1-q)\delta C}{D} & \kappa & \gamma & -\delta \\
\end{bmatrix}.
\] (13)

We can then show the following stability result using the Routh-Hurwitz criterion and algebraic manipulations.

**Proposition 2.** Given the system with dynamics defined by (5), with endemic equilibrium (12), and C and D as defined in (11) and (13) respectively, if both $C > 0$ and

\[
\frac{(CD + D^2)(\delta + F)(\Phi F - \Psi) - D^2\Psi (F\Phi - \Psi) + \delta(\delta + F)(C^2 + CD)\Phi^2 + \delta CD\Phi (F\Phi - \Phi^2 - \Psi)}{CD\Psi\Phi^2} > 1,
\] (14)

where $F = \gamma + \kappa + \sigma$, then the system asymptotically converges to the endemic equilibrium.

**Proof:** Note that the characteristic polynomial for $J^e$ is given by

\[
\det(\lambda I - J^e) = (\lambda - J_1)(\lambda - J_2)(\lambda - J_3) - J_2J_4(\lambda - J_8) - J_6J_8(\lambda - J_9) - J_6J_8(\lambda - J_1) - (J_2J_6 + J_3J_9)\lambda^3 + a_1\lambda^2 + a_2\lambda + a_3.
\] (15)

Applying the Routh-Hurwitz criteria to (15), for all roots of the polynomial to have negative real parts, we require $a_1, a_3 > 0$, and $a_1a_2 > a_3$. Assuming

\[
C = \beta \Phi - \Psi > 0,
\] (16)
we have, $J_1, J_5 < 0$, $J_3, J_6, J_9 \leq 0$, and $J_7, J_8 \geq 0$. Consequently,

$$a_1 = -(J_1 + J_5 + J_9) > 0,$$

$$a_2 = J_9 (J_1 + J_5) + (J_1 J_5 - J_2 J_4) - (J_3 J_7 + J_6 J_8) > 0,$$

$$a_3 = J_7 (J_3 J_5 - J_2 J_6) + J_8 (J_1 J_6 - J_3 J_4) + J_9 (J_2 J_4 - J_1 J_5)$$

$$= J_7 q \frac{\delta \gamma C}{D} + J_8 \frac{\delta C ((1-q)k + \sigma)}{D} - J_9 \frac{\delta C \Phi}{D} > 0. \quad (17)$$

To satisfy the condition $a_1 a_2 > a_3$, we equivalently require

$$a_1 a_2 - a_3$$

$$= (J_1 + J_5) [J_3 J_7 + J_6 J_8 + J_2 J_4 - J_1 J_5 - J_9 (J_1 + J_5) - J_2^2] + J_7 (J_2 J_6 - J_3 J_5) + J_8 (J_3 J_4 - J_1 J_6) + J_9 (J_3 J_7 + J_6 J_8) > 0.$$  

$$(18)$$

After many tedious algebraic manipulations we can show that satisfying (18) is equivalent to satisfying the condition

$$\frac{(CD + D^2) (\delta + F) \Phi (F \Phi - \Psi) - D^2 \Psi (F \Phi - \Psi) + \delta (\delta + F)(C^2 + CD) \Phi^2 + \delta CD \Phi (F \Phi - \Phi^2 - \Psi)}{CD \Psi \Phi^2} > 1. \quad (19)$$

Inequalities (16) and (19) provide a sufficient condition for asymptotic stability of the endemic equilibrium. Simulations illustrating the behavior of the SAIRS model dynamics when conditions for asymptotic stability to the endemic equilibrium are met are given in Section 4.

2.2.2 Networked Model N-SAIRS

We now evaluate equilibria and their stability properties for the networked SAIRS models. Given $s_i(t) = 1 - a_i(t) -$
Linearizing the system (20) at the equilibrium \(c\) is globally asymptotically stable (GAS) if

\[
\begin{align*}
    \dot{a}(t) &= [q(I - A(t) - P(t) - R(t))BW - \Sigma - K]a(t) + q[I - A(t) - P(t) - R(t)]BW p(t) \\
    \dot{p}(t) &= [(1 - q)(I - A(t) - P(t) - R(t))BW + \Sigma]a(t) + [(1 - q)(I - A(t) - P(t) - R(t))BW - \Gamma]p(t) \quad (20) \\
    \dot{r}(t) &= Ka(t) + \Gamma p(t) - \Delta r(t).
\end{align*}
\]

Here,

\[
a(t) = \begin{bmatrix} a_1(t) \\ \vdots \\ a_n(t) \end{bmatrix}, \quad p(t) = \begin{bmatrix} p_1(t) \\ \vdots \\ p_n(t) \end{bmatrix}, \quad r(t) = \begin{bmatrix} r_1(t) \\ \vdots \\ r_n(t) \end{bmatrix},
\]

with \(n \times n\) matrices \(A(t) = \text{diag}(a_i(t)), P(t) = \text{diag}(p_i(t)), R(t) = \text{diag}(r_i(t)), B = \text{diag}(\beta_i), K = \text{diag}(\kappa_i), \Gamma = \text{diag}(\gamma_i), \Sigma = \text{diag}(\sigma_i), \Delta = \text{diag}(\delta_i), \) and adjacency matrix \(W\).

We first consider the case with permanent immunity, i.e., \(\delta_i = 0\). Setting \(\dot{a}(t), \dot{p}(t), \dot{r}(t)\) to 0, we can compute the equilibrium state where \(a^c = P^c = 0, r^c = \tau^c\), where \(\tau^c\) is a non-negative constant vector with elements \(r_{ci} < 1\).

Linearizing the system (20) at the equilibrium \((a^c, p^c, r^c)\), we obtain the \(3n \times 3n\) system Jacobian Matrix given by

\[
J^c = \begin{bmatrix}
    q(I - R_c)BW - \Sigma - K & q(I - R_c)BW & 0 \\
    (1 - q)(I - R_c)BW + \sigma & (1 - q)(I - R_c)BW - \Gamma & 0 \\
    K & \Gamma & -\Delta
\end{bmatrix}.
\]

Analysis of this Jacobian matrix will lead to a constraint on the spectrum of the weighting matrix \(W\), which if met guarantees the system is at least locally asymptotically stable at the DFE. An alternative is to consider a Lyapunov stability analysis approach, which may provide global results. Specifically, if we consider a quadratic Lyapunov function, we can show the following.

**Theorem 1.** For the system given by (20), under Assumption 1, the DFE \((a^c, p^c, r^c) = (0, 0, \tau^c)\) is globally asymptotically stable (GAS) if

\[
\begin{bmatrix}
    qW & \frac{1}{2}W \\
    \frac{1}{2}W & (1 - q)W
\end{bmatrix} \prec \begin{bmatrix}
    B^{-1}(\Sigma + K) & -\frac{1}{2}B^{-1}\Sigma \\
    -\frac{1}{2}B^{-1}\Sigma & B^{-1}\Gamma
\end{bmatrix},
\]

where \(\prec\) denotes relative definiteness of the matrices.
Proof: We now consider non-permanent immunity ($\Delta > 0$), thus $r_c = 0$. Consider the Lyapunov function

$$V(a, p, r) = \frac{1}{2\alpha}(a^TB^{-1}a + p^TB^{-1}p) + \frac{1}{2}r^Tr.$$  \hspace{1cm} (24)

Clearly, $V > 0$ for all $(a, p, r) \neq 0$ and

$$\begin{bmatrix} a \\ p \\ r \end{bmatrix} \rightarrow \infty \implies V(a, p, r) \rightarrow \infty.$$ \hspace{1cm} (25)

Computing the derivative, we have

$$\dot{V} = \frac{1}{\alpha}(a^TB^{-1}\dot{a} + p^TB^{-1}\dot{p}) + r^T\dot{r}$$

$$= \frac{1}{\alpha}a^TB^{-1}q\{[(I - A - P - R)^BW - \Sigma - K]a + [(I - A - P - R)^BW]p\}$$

$$+ \frac{1}{\alpha}p^TB^{-1}(1-q)\{[(I - A - P - R)^BW + \Sigma]a + [(I - A - P - R)^BW - \Gamma]p\}$$

$$+ r^T\{Ka + \Gamma p - \Delta r\}.$$  \hspace{1cm} (26)

Since $A, P$ and $R$ are diagonal matrices with $0 \leq a_i \leq 1$, $0 \leq p_j \leq 1$, and $0 \leq r_k \leq 1$ for all $i, j, k = 1, \ldots, n$, and we know all elements of $\Sigma, K, \Gamma$ and $\Delta$ are non-negative, then it is straightforward to see

$$\dot{V} \leq \frac{1}{\alpha}a^T[qW - B^{-1}(\Sigma + K)a + qWp] + \frac{1}{\alpha}p^T[(1-q)W - B^{-1}\Sigma]a + ((1-q)W - B^{-1}\Gamma)p] + r^T[Ka + \Gamma p - \Delta r].$$  \hspace{1cm} (27)

For GAS, we require $\dot{V} < 0$ for all $t \geq 0$. We note that the first two terms on the right hand side of (27) have no dependence on $r$; thus if these two terms together are negative, then by an appropriate selection of $\alpha$ we can always make $\dot{V}$ negative. We therefore can simplify the analysis by considering

$$\dot{V} = a^T[qW - B^{-1}(\Sigma + K)a + qWp] + p^T((1-q)W - B^{-1}\Sigma)a + ((1-q)W - B^{-1}\Gamma)p].$$  \hspace{1cm} (28)

Applying a completion of squares and algebraic simplifications we can show the condition $\dot{V} < 0$ to be equivalent to
the inequality

\[
\begin{bmatrix}
a^T \\
p^T
\end{bmatrix}
\begin{bmatrix}
qW & \frac{1}{2}W \\
\frac{1}{2}W & (1-q)W
\end{bmatrix}
\begin{bmatrix}
a \\
p
\end{bmatrix}
<
\begin{bmatrix}
a^T \\
p^T
\end{bmatrix}
\begin{bmatrix}
B^{-1}(\Sigma + K) & -\frac{1}{2}B^{-1}\Sigma \\
-\frac{1}{2}B^{-1}\Sigma & B^{-1}\Gamma
\end{bmatrix}
\begin{bmatrix}
a \\
p
\end{bmatrix}.
\]  

(29)

In the case where \(1 \geq r_c > 0\), we can apply a basic translation. The result then follows from Theorem 4.2 in [42]. Note that directly from (27), the condition in (20) is also sufficient for GAS in cases with permanent immunity (\(\Delta = 0\)).

Summarizing, (23) provides a test that bounds the maximum eigenvalue of the \(q\)-scaled adjacency matrix \(W\) in terms of the minimum eigenvalue of a matrix consisting of diagonal block entries of ratios of healing and transition rates \(\kappa_i, \gamma_i\) and \(\sigma_i\) to infection rates \(\beta_i\). This condition generalizes the usual \(R_0\) threshold to allow for heterogeneous infection parameters over multiple infection compartments in the N-SAIRS model form.

Remark 1. Note that in the case of a slightly simpler spread process model, for example for a networked SIRS model, a sufficient condition for convergence to the DFE would be \(\lambda_{\text{max}}(W) < \lambda_{\text{min}}(B^{-1}\Gamma) = \min_i(\gamma_i/\beta_i) = \min_i(1/R_{0i})\).

### 3 Parameter estimation

In this section we discuss a simple least-squares approach for model parameter estimation for a discrete-time N-SAIRS model, given below in (30), and present some of our initial estimation results from local data for COVID-19. We also provide an overview of the approach we have used to estimate asymptomatic proportions of the subpopulations of interest.

The data sets we consider result from sampling on a daily basis, thus a discrete-time model is better suited for estimating and evaluating model parameters. We first apply a forward Euler’s method to the continuous-time networked model in (20), and appropriately scale the model by \(N_i\) for each subpopulation, giving us the discrete-time N-SAIRS
model,

\[
\begin{align*}
    a_{i}^{k+1} &= a_{i}^{k} + q \beta_{i} (N_{i} - a_{i}^{k} - p_{i}^{k} - r_{i}^{k}) \sum_{j} W_{ij} (a_{j}^{k} + p_{j}^{k}) - \sigma_{i} a_{i}^{k} - \kappa_{i} a_{i}^{k} \\
    p_{i}^{k+1} &= p_{i}^{k} + (1 - q) \beta_{i} (N_{i} - a_{i}^{k} - p_{i}^{k} - r_{i}^{k}) \sum_{j} W_{ij} (a_{j}^{k} + p_{j}^{k}) + \sigma_{i} a_{i}^{k} - \gamma_{i} p_{i}^{k} \\
    r_{i}^{k+1} &= r_{i}^{k} + \kappa_{i} a_{i}^{k} + \gamma_{i} p_{i}^{k} - \delta_{i} r_{i}^{k},
\end{align*}
\]

where \( \{a_{i}, p_{i}, r_{i}\} \) represent the population of asymptomatic, symptomatic-infected and recovered individuals in region \( i \) respectively, \( \forall i \in [n] \). Since our simulation update also will be daily and the sampling rate is once-per-day, the sampling parameter typically made explicit in such sampled-data models will be 1 and thus is not explicitly noted above.

### 3.1 Least Squares Estimation

When the proportion \( q \) of the asymptomatic infections is known or estimated, we can apply a simple least squares (LS) approach, for example as outlined in [43] and further described for SAIRS models in [20], to estimate the model parameters \( \beta_{i}, \sigma_{i}, \kappa_{i}, \gamma_{i}, \) and \( \delta_{i} \). Our initial estimation step is therefore to estimate \( q \).

#### 3.1.1 Estimating the Asymptomatic Population Proportion

Due to the difficulties in identifying and monitoring infected individuals without symptoms, explicit and unbiased information for asymptomatic-infected estimations is not always available. We have applied Nesterov’s Next-Day Law to estimate the daily number of asymptomatic individuals, based on a constant latent infectious period assumption, and further to estimate the proportion \( q \) of the asymptomatic infections as a fraction of the total population. We note that, more precisely stated, this approach gives us a pre-symptomatic subpopulation proportion. We state the Next-Day Law here for completeness.

**Proposition 3.** [44] Let \( T(d) \) represent the total number of confirmed cases by day \( d \), and \( A(d) \) represent the number of asymptomatic infected individuals at the beginning of day \( d \). Assume the latent period (the time between exposure and onset of symptoms) is a constant time of \( \Delta \) days. Then, \( A(d + 1) = T(d + \Delta) - T(d), \forall d \in \mathbb{Z} \)
From estimated daily asymptomatic numbers, the proportions $q$ and $1 - q$ corresponding to the asymptomatic and symptomatic infections, can be approximated.

As observed in many data sets for COVID-19 (for example, in the testing data posted by the Champaign-Urbana Public Health Department, Illinois), the infected (both asymptomatic and symptomatic) and recovered populations are relatively much smaller than the susceptible population. Therefore, the third and fourth terms in the first two equations in (30) are assumed to be negligible compared to the second term. Omitting these terms gives us the approximate relationship

$$\frac{a_{i}^{k+1} - a_{i}^{k}}{p_{i}^{k+1} - p_{i}^{k}} \approx \frac{q}{1 - q},$$

(30)

from which we can approximate

$$q \approx \frac{a_{i}^{k+1} - a_{i}^{k}}{(a_{i}^{k+1} - a_{i}^{k}) + (p_{i}^{k+1} - p_{i}^{k})}.$$  

(31)

### 3.1.2 Estimation of Model Parameters

Given an estimated, or a known value, for $q$, we can now rewrite the networked system (30) as a system of linear equations. Let

$$b := \begin{bmatrix} a_1^1 - a_1^0 \\ \vdots \\ a_T^1 - a_T^{T-1} \\ p_1^1 - p_1^0 \\ \vdots \\ p_T^1 - p_T^{T-1} \\ r_1^1 - r_1^0 \\ \vdots \\ r_T^1 - r_T^{T-1} \end{bmatrix}, \quad \mathcal{A} := \begin{bmatrix} \Phi_i \\ \Sigma_i \\ \Gamma_i \end{bmatrix}, \quad x := \begin{bmatrix} \beta_i \\ \sigma_i \\ \gamma_i \\ \kappa_i \\ \delta_i \end{bmatrix}.$$
with

$$\Phi_i := \begin{bmatrix} q s_i^0 \sum_j W_{i,j}(a_j^0 + p_j^0) & -a_i^0 & 0 & -a_i^0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ q s_i^{T-1} \sum_j W_{i,j}(a_j^{T-1} + p_j^{T-1}) & -a_i^{T-1} & 0 & -a_i^{T-1} & 0 \\ \end{bmatrix},$$

$$\Sigma_i := \begin{bmatrix} (1-q) s_i^0 \sum_j W_{i,j}(a_j^0 + p_j^0) & a_i^0 & -p_i^0 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ (1-q) s_i^{T-1} \sum_j W_{i,j}(a_j^{T-1} + p_j^{T-1}) & a_i^{T-1} & -p_i^{T-1} & 0 & 0 \\ \end{bmatrix},$$

$$\Gamma_i := \begin{bmatrix} 0 & 0 & a_i^0 & p_i^0 & -r_i^0 \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & a_i^{T-1} & p_i^{T-1} & -r_i^{T-1} \\ \end{bmatrix},$$

where $s_i^k = N - a_i^k - p_i^k - r_i^k$; $\forall i \in [n], k \in \mathbb{Z}$.

Then the discrete-time N-SAIRS model can be written as

$$\mathcal{A} x = b \quad \forall i \in [n] \quad (32)$$

Since $q$ is assumed known, (32) is linear with respect to the remaining model parameters. When $\mathcal{A}$ is full rank, we can thus recover the parameters $\beta_i^*, \sigma_i^*, \gamma_i^*, \kappa_i^*$, and $\delta_i^*$ using a standard least-squares solution to (32).

### 3.2 Preliminary estimation results

For our preliminary parameter estimation, local COVID-19 testing-site data from Champaign County, Illinois, dating from April to September, 2020, is used. We obtained data from the Champaign-Urbana Public Health District website (publicly available at https://www.c-uphd.org/champaign-urbana-illinois-coronavirus-information.html), which is updated daily and includes the total accumulative number of infected (lab-confirmed), recovered, hospitalized, and deceased individuals for Champaign county, as well as current number of actively infected (lab-confirmed) individuals over 34 zip code areas within the county. We scraped the website data on a daily basis manually from April 2020 to March 2022, storing the daily accumulative infected, actively-infected, and recovered populations for each zip code in...
a Google Sheet [45]. Preliminary estimates are presented from the initial wave of COVID-19 in Champaign County, where we consider different phases of the epidemic according to the Illinois State Restore plan, specifically:

*Phase 1: Rapid Spread* April 01, 2020 - April 31, 2020

*Phase 2: Flattening* May 01, 2020 - May 29, 2020


*Phase 4: Revitalization* June 27, 2020 - September 26, 2020

We assume a latent period of $\Delta = 6$ days, giving estimated parameter values:

<table>
<thead>
<tr>
<th>Phases</th>
<th>$q$</th>
<th>$\beta$</th>
<th>$\sigma$</th>
<th>$\gamma$</th>
<th>$\kappa$</th>
<th>$R_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 2</td>
<td>0.7</td>
<td>0.06</td>
<td>0.22</td>
<td>0.15</td>
<td>-0.10</td>
<td>1.004</td>
</tr>
<tr>
<td>Phase 3</td>
<td>0.6</td>
<td>0.07</td>
<td>0.15</td>
<td>0.15</td>
<td>-0.05</td>
<td>1.156</td>
</tr>
<tr>
<td>Phase 4</td>
<td>0.6</td>
<td>0.07</td>
<td>0.08</td>
<td>0.11</td>
<td>0.02</td>
<td>1.104</td>
</tr>
</tbody>
</table>

Estimated local Sars-CoV-2 parameters

For comparison, we computed an asymptomatic infection proportion $q$ using Peoria County medical clinics data [46], containing COVID-19-related records of all individuals who visited one of eight medical clinics in Peoria and Pekin from April to June 2020. The Peoria clinic data explicitly includes records of the COVID-19 test results, as well as all symptoms described by the patient to the provider, for each visiting individual. The computed values for proportion $q$ for Phase 2 and Phase 3 in the Peoria data are approximately 0.51 and 0.42, respectively, both of which are lower than the values estimated from the Champaign County data. This difference is not unexpected, given that patients visited the Peoria clinics because they were experiencing symptoms of illness, although these may have been illnesses other than COVID-19.

We note that, as the epidemic progresses, the basic reproduction number $R_0$ first increases, and then decreases due to the implementation of quarantine and other social distancing measures. The preliminary results also expose issues with data-based estimation and analysis early in an epidemic. For example, due to the limited available testing in the early stage of the epidemic we have a non-random population sample, thus the testing population presented in the data
is skewed toward Symptomatic-Infected individuals. This hinders us from accurately capturing the true proportion of the Asymptomatic-Infected subgroup, as well as an accurate prevalence of the epidemic over the total population [47]. In addition, our assumption of a constant latent period is not consistent with viral infections, including COVID-19; the latent period value we have chosen is thus an average value taken from [48,49]. These issues lead to estimation errors, in particular note the negative values for recovery rate $\kappa$ in Phase 1 and Phase 2. For this reason, estimated values from the larger virology and epidemiology literature are evaluated and used in our simulation studies.

4 Simulations

In this section, we illustrate the dynamics associated with endemicity, and the roles of the asymptomatic subgroup and contact network in the progression of the epidemic. We follow this with a multi-stage forecast of an epidemic spread process with both pharmaceutical and non-pharmaceutical mitigation approaches, as well as a simulation of an endemic COVID-19 process under annual vaccinations.

First, we simulate a baseline N-NSAIRS model based on (4), for which we assume homogeneous spread parameters and a five-subpopulation network structure. We assume the total population size is 10,000 and the respective subpopulations denoted A, B, C, D, and E have populations of 2000, 2500, 1500, 3500, and 500 people, respectively. In this baseline simulation we assume the subpopulations are fully connected with evenly distributed edge weights, thus this model is equivalent to the single group model represented in (3). We use the estimation results from early local data (discussed in Section 3) in addition to drawing upon the literature on COVID-19 (e.g., [48,50–52]) to inform our baseline model parameter value selection, specifically setting $(q, \beta, \sigma, \gamma, \kappa, \delta) = (0.7, 0.25, 0.15, 0.11, 0.08, 0.0001)$. These values represent the original strain of SARS-CoV-2. Note these parameters roughly correspond to an infectious disease with a duration of symptomatic infection of 9 days, duration of asymptomatic infection of 12 days, duration of pre-symptomatic infection of 6 days, and duration of immunity following recovery from infection of 30 years, or essentially permanent immunity. We further set the initial proportions of the $A, I, R$ compartments as

$$a(0) = (a_A(0), a_B(0), a_C(0), a_D(0), a_E(0)) = (0.006, 0.004, 0.012, 0.004, 0.004)$$

$$p(0) = (p_A(0), p_B(0), p_C(0), p_D(0), p_E(0)) = (0.005, 0.002, 0.008, 0.003, 0.002)$$

$$r(0) = (r_A(0), r_B(0), r_C(0), r_D(0), r_E(0)) = (0.007, 0.003, 0.010, 0.008, 0.005)$$
Simulating the SAIRS model over 60 days results in the epidemic progression shown in Fig 1. Note that peak active
infection occurs on day 33, that is \( p(t) + a(t) \) attains a maximum of approximately 28% on day \( t = 33 \). By day
60, approximately 87% of the entire population has been or is infected; assuming a mortality rate of 2% would
correspond to 174 deaths in the two month time span. Again we note this model assumes homogeneous mixing
within the entire population. We will use this baseline model to compare to situations where immunity following
recovery is not permanent, leading to endemicity and to potential virus mutations yielding multi-strain/multi-stage
viral processes [53].

### 4.1 Endemicity

As presented in Proposition 2, the condition for endemicity (that is, GAS of the endemic equilibrium) is given by

\[
C = \beta (q\gamma + (1 - q)\kappa + \sigma) - \gamma(\kappa + \sigma) > 0,
\]

and

\[
R_{end} = \frac{(CD + D^2)(\delta + F)\Phi(F\Phi - \Psi) - D^2\Psi(F\Phi - \Psi) + \delta(\delta + F)(C^2 + CD)\Phi^2 + \delta CD\Phi(F\Phi - \Phi^2 - \Psi)}{CD\Psi\Phi^2} > 1,
\]

where \( D, F, \Phi \) and \( \Psi \) are given in the preceding section.

Note that the condition \( C > 0 \) for the existence of an endemic equilibrium is equivalent to the condition that \( R_0 > 1 \).

It can be observed that, with values for all other parameters unchanged, \( R_{end} \) increases monotonically as the value for
the model parameter \( \delta \) increases. Setting the initial conditions and parameters as in the baseline model, excepting a
change in the parameter value of \( \delta \), simulation results depicting endemic equilibria corresponding to different \( R_{end} \)
thresholds are presented in Figures 2, 3, 4.

Figure 2: Endemicity with \( \delta = 0.001 \), corresponding to immunity following infection of approximately 2.8 years.

As the value for \( R_{end} \) increases with increasing \( \delta \) value, the oscillations before reaching the endemic equilibrium
have smaller amplitude, although they may have higher frequency. For the models with parameters \( \delta = 0.001, \delta = 0.01, \delta = 0.1 \), the first oscillatory dip in the \( R \) (recovered) subgroup occurs at approximately 850 days, 160 days and 55 days, respectively, and the amplitude differences in the proportions of the recovered subgroups between the first peaks to the following lowest points are approximately 0.45, 0.22, 0.015, respectively. Comparing the population proportions for the endemic equilibria points in these three models, as the value for \( \delta \) increases, the proportion of \( R \) decreases, whereas proportions for \( A \) and \( I \) increase. This observation coincides with the expression of endemic equilibria presented in (10), in Section 2.

### 4.2 Asymptomatic Effects

One major obstacle in the control of COVID-19 has been the challenge of identifying and monitoring individuals in the asymptomatic but infectious subgroup. Herein we explore the impact of the asymptomatic subgroup on the epidemic evolution. We first assume no control actions are imposed on either the asymptomatic or symptomatic infected subgroups, for example, imposing isolation or masking policies. For simplicity, we use the group model (3) with the same parameter values as in our baseline model, which gives a basic reproduction number \( R_0 \approx 2.5 \) from (7).

By setting initial proportions for the \( A, I, R \) compartments as

\[
(a(0), I(0), R(0)) = (0.004, 0.002, 0.003),
\]

we obtain the 90-day simulation results shown in Fig 5. The population reaches a peak infection level of approximately 25% on day 35. By day 80, approximately 87% of the population has been or is infected.

Next, we implement moderate and stringent isolation policies on only the symptomatic subgroup; this is effected in the simulations by changing the respective infection rate parameters of the subgroups, which we now denote indi-
vidually by $\beta_A$ and $\beta_I$. Imposing isolation policies on a subgroup effectively lowers the corresponding infection rate. The simulations results are shown in Fig 6. We note that with isolation measures on only the symptomatic infected

(a) Moderate isolation of Symptomatic-Infected subgroup; $\beta_A = 0.25, \beta_I = 0.11$ giving effective $R_0 = 1.5$

(b) Stringent isolation of Symptomatic-Infected subgroup; $\beta_A = 0.25, \beta_I = 0.06$ giving effective $R_0 = 1.2$

Figure 6: Imposing isolation policies on subgroup $I$

subgroup, the epidemic now progresses more slowly and mildly, as is expected, however there is still substantial infection in the population. The infection peaks at days 60 and 75, respectively, approximately 4 – 6 weeks later than with no control. With moderate isolation policies in effect on the $I$ subgroup, the peak infection level is approximately 9% and with strict isolation policies the peak infection level attained is approximately 2.5%. Finally by day 80, the total percentages of the population that have been or are infected is approximately 49% and 17%; with a mortality rate of 2% this corresponds to 98 and 34 deaths, respectively.

Alternatively, we consider the situation where Asymptomatic individuals are also identified and isolated, under both moderate and stringent policies, with the results shown in Fig 7.

(a) Moderate isolation of both Symptomatic- and Asymptomatic-Infected subgroups; $\beta_A = 0.11, \beta_I = 0.11$ giving effective $R_0 = 1.09$

(b) Stringent isolation of both Symptomatic- and Asymptomatic-Infected subgroups; $\beta_A = 0.0125, \beta_I = 0.0125$ giving effective $R_0 = 0.12$

Figure 7: Imposing isolation policies on subgroups $A$ and $I$

Note that, with only moderate isolation on both Asymptomatic and Symptomatic Infected subgroups (7a), the epidemic is under control within three months. By day 80, approximately 7.7% of the population has been or is infected, corresponding to a total of 770 individuals in a population base of 10,000; at a 2% mortality rate this corresponds to approximately 15 – 16 deaths as compared to approximately 34 deaths with stringent control imposed on only the Symptomatic Infected subgroup (6b).

An additional perspective to consider is the effective reproduction number under the different isolation policies. Moderate isolation of both Asymptomatic and Symptomatic subgroups (7a) gives an effective $R_0 \approx 1.09$, while stringent isolation on just the Symptomatic subgroup (6b) gives an effective $R_0 \approx 1.2$.

These simulation results confirm the obvious: identification and isolation of Asymptomatic infected individuals is much more effective in curbing the spread of the epidemic than identification and isolation of only the Symptomatic
subgroup. To achieve this goal, either regular extensive mandatory testing policies, or persistent isolation of the whole population, is required.

4.3 Network Effects

Here, we evaluate the effect that a more realistic interaction structure has on epidemic spread over a population. We consider the 5-node network introduced earlier, and consider the removal of a small number of edges between nodes, corresponding to there being no interaction between certain subpopulations. We first consider an interconnection network structure with adjacency matrix

$$W = \begin{bmatrix}
\frac{1}{3} & \frac{1}{3} & \frac{1}{3} & 0 & 0 \\
\frac{1}{3} & \frac{1}{3} & 0 & 0 & \frac{1}{3} \\
\frac{1}{3} & 0 & \frac{1}{3} & \frac{1}{3} & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{2} & 0 \\
0 & \frac{1}{2} & 0 & 0 & \frac{1}{2}
\end{bmatrix}.$$ (36)

Using the same parameters and initial conditions as in the baseline model, our simulations return results as shown in Fig 8 for subpopulations C and E, for example.

(a) Subpopulation C  
(b) Subpopulation E

Figure 8: Densely Connected Network Simulation Results

(a) Subpopulation 4  
(b) Subpopulation 22  
(c) Subpopulation 28

(d) Subpopulation 32  
(e) Subpopulation 34  
(f) Subpopulation 48

Figure 9: Sparsely Connected Network Simulation Results

With an incomplete network structure, the epidemic spreads more slowly and weakly. Subpopulation C reaches its peak infection level at day 37, and subpopulation E at day 39. By day 60, approximately 83% of area C population and 81% of area E population have been infected. However, in total, approximately 480 fewer individuals over the five areas are infected as compared to the fully connected (i.e., complete) baseline model.
To explore the impact of quarantine and stronger social distancing measures, we further break the full population into 50 smaller subpopulations, and generate a stochastic adjacency matrix with each node only connected to (randomly selected) 20 other nodes out of the total of 50 group nodes. We also generated the initial proportions randomly, i.e., \( a(0), p(0), r(0) \), assuming \( a_i(0) \sim \mathcal{N}(0.04, 0.005), \ p_i(0) \sim \mathcal{N}(0.02, 0.005), \ r_i(0) \sim \mathcal{N}(0.03, 0.005) \), with these values restricted to be non-negative. Randomly selecting 6 of the 50 sub-populations, we present a sample of the simulation results as shown in Fig 9:

Note that, with this more extensive isolation structure, the epidemic decays much faster than under the previous densely connected network (Fig 8). Subpopulations 4, 22, 28, 32, 34 and 48, respectively, reach their peak infection levels at days 21, 59, 7, 24, 0 and day 8. Among the six subpopulations in the sample, subpopulation 22 is the most highly infected group. However, overall after 60 days, approximately only 13.6% of the population has been or is infected, which is a reduction of 73.4% of the population compared to the fully connected network (Fig 1), and a reduction of 67.7% compared to the strongly connected network (Fig 8). These simulations confirm that social distancing measures, such as quarantining within each community or family, does serve to slow the spread of the epidemic. From the perspective of the group model, extensive isolation policies do help reduce the group transmission rate for person-to-person contact, although these do not completely halt the disease spread.

We also investigate the impacts of different underlying network structures on the stability of the DFE and endemic equilibria. As shown in (23) in Section 2, the bound provided on the eigenvalues of the \( q \)-scaled adjacency matrix \( W \) by the eigenvalues of a matrix generated by diagonal block entries of ratios of recovery and transition rates (symptoms onsetting) to infection rates gives a sufficient condition for the stability of the DFE. We consider the equilibria for the full population under different interconnection network structures. Evaluating endemic equilibria, for all \( i \in [n] \), we set the homogeneous spread parameter values to

\[
(q, \beta_i, \gamma_i, \kappa_i, \sigma_i, \delta_i) = (0.7, 0.15, 0.11, 0.08, 0.15, 0.01).
\]  

The convergence results of the networked models (4) with a 5-node densely connected network (36), a 50-node fully connected network and a 50-node sparsely connected network are illustrated in Fig 10, yielding the simulation results shown over 700 days.

On one hand, the maximum eigenvalue of the fully connected graph (10a) and densely connected graph (10b)
are both approximately 1.04. This value is larger than the minimum eigenvalue of the parameters matrix, which is approximately 0.49. In both network structures, the systems converge to the endemic equilibrium. On the other hand, the maximum eigenvalue of the sparsely connected graph (10c), which is approximately 0.25, is smaller than the minimum eigenvalue of the parameters matrix. With this network structure, the system converges to the DFE. These simulation results serve as examples of the condition derived in (23). Note that (23) is not a necessary condition for convergence to the DFE. That is, violation of this condition does not guarantee that the system will converge to an endemic equilibrium.

4.4 A Multi-stage Simulation

In addition to non-pharmaceutical measures, such as mask policies and social distancing, pharmaceutical measures such as vaccinations and treatment of symptoms clearly also play important roles in the control of epidemic spread processes. With the increasingly availability of vaccines for COVID-19 since March 2021, the number of daily new cases of COVID-19 has dropped, even with less strict social distancing amongst populations [54, 55]. However, the overall effect of these vaccinations may be compromised by virus mutations [56, 57]. In this section, taking both vaccines and virus mutations into consideration, we present a multi-stage group SAIRS simulation representing the evolution of COVID-19 in Illinois in Fig 11; the relevant timeline is also given.

Figure 10: DFE convergence for N-SAIRS models

(a) Fully connected network  (b) Densely connected network  (c) Sparsely connected network

Figure 11: Multi-stage (3-year) SAIRS process with Vaccinations and Virus Mutations
Stage 1: Rapid Spread (45 days: Day 1 – Day 45)

Stage 2: Flattening: Lockdown (70 days: Day 46 – Day 115)

Stage 3: Restoration: Social distancing, masking, reduced indoor capacities (135 days: Day 116 – Day 250)

Stage 4: Re-enacted Restrictions: \( \frac{1}{2} \) of all regions (15 days: Day 251 – Day 265)

Stage 5: Re-enacted Restrictions: all regions (90 days: Day 266 – Day 355)

Stage 6: Vaccination rollout: (90 days: Day 356 – Day 445)

Stage 7: Variant 1 Emergence: (210 days: Day 446 – Day 655)

Stage 8: Booster rollout: (30 days: Day 656 – Day 685)

Stage 9: Variant 2 Emergence: (145 days: Day 686 – Day 830)

Stage 10: Social Distancing Lifted, Waning Vaccine Immunity: (170 days: Day 831 – Day 1000)

We have again considered the baseline group model

\[
\dot{S}(t) = -(p\beta_v + (1 - p)\beta_{nv})S(t)(A(t) + I(t)) + \delta R(t)
\]

\[
\dot{A}(t) = q(p\beta_v + (1 - p)\beta_{nv})S(t)(A(t) + I(t)) - \sigma A(t) - \kappa A(t)
\]

\[
\dot{I}(t) = (1 - q)(p\beta_v + (1 - p)\beta_{nv})S(t)(A(t) + I(t)) + \sigma A(t) - \gamma I(t)
\]

\[
\dot{R}(t) = \kappa A(t) + \gamma I(t) - \delta R(t),
\]

\( p \) is the vaccination level, and \( \beta_v, \beta_{nv} \), respectively, are the transmission rates between infected and non-infected individuals who have or have not been vaccinated, respectively. Assuming that the immunity individuals gain after infection or vaccination lasts one year, we set the baseline model parameter values based on COVID-19 literature for the United States up to June 2021 as

\[
(\beta_{nv}, \beta_v, q, v, \sigma, \gamma, \kappa, \delta) = (0.2, 0.0001, 0.7, 0.7, 0.075, 0.14, 0.15, 0.003),
\]
Different $\beta_{uv}$ values are implemented throughout the simulation for different levels of social distancing. In Stage 6, the vaccination level $p$ is set to increase at the beginning of each sub-stage. Specifically, $p = 0.2$ for day 1-day 30; $p = 0.4$ for day 31-day 60, $p = 0.5$ for day 61-day 90, in reference to the first day of vaccination rollout. In Stage 7, both $\beta_{uv}$ and $\beta_v$ are set to be higher than the original baseline transmission rates due to the highly contagious nature of the new variant, and the receding immunity provided by the vaccines as time passes.

As shown in Figure 11, the lockdown in Stage 2 effectively mitigates the spread of the epidemic, whereas the relaxation of social distancing policies results in a slight surge in infection rates starting from approximately day 240. This coincides with the network results previously presented in Section 4.3. Vaccination in Stage 6 successfully mitigates the spread of the epidemic, however, a new surge arises with the emergence of new variants starting from approximately day 450, which attains a peak infection level of approximately 13.5% on day 510. To reinforce the effect of the first round of vaccines, in Stage 8 booster shots are provided, which facilitate the mitigation of the epidemic.

The effectiveness of these booster shots are again undermined as a more contagious variant of the virus emerges on day 685. Despite being highly contagious, this new variant appears to result in less severe symptoms among vaccinated individuals, which results in faster recoveries compared to the previous virus strains. As the immunity gained from vaccines recedes over time and social distancing policies are lifted, individuals become more exposed to new variants and therefore have higher chances of being infected or reinfected, resulting in another surge in the infection level during stage 10.

Further, we simulated a five-year glance into the future where the epidemic of COVID-19 potentially becomes endemic, and updated booster vaccines are provided annually, similar to current influenza practices; this is shown in Fig 12.

**Figure 12: Endemic SAIRS with Annual Vaccinations**

We have again updated model parameter values as

$$(\beta_{uv}, \beta_v, q, \sigma, \gamma, \kappa, \delta) = (0.5, 0.2, 0.5, 0.75, 0.15, 0.1, 0.005)$$

based on the COVID-19 literature up to September 2022 (e.g. [58–61]), where Omicron (B.1.1.529) is the main variant of the endemic epidemic. We also assume the effectiveness of the annual vaccines decreases by 10% every two months.
based on [62]. This corresponds to 100% effectiveness during the first two months following vaccination, and 50% effectiveness over the last two months until getting the next annual vaccination. We set the initial proportions for the $A, I, R$ compartments as

$$\begin{pmatrix} a(0), I(0), R(0) \end{pmatrix} = (0.018, 0.03, 0.5)$$

(38)

based on the proportions at the end of Multi-stage simulation (Fig 11) and [63]. Fig 12 shows periodic oscillations in both the recovered population ($R$: attaining local peaks at day 64, day 347, day 642, day 996, day 1356 and day 1721) and the infected populations ($A + I$: attaining local peaks at day 21, day 287, day 576, day 924, day 1284 and day 1648), for which the frequency and amplitude decreases over time until eventually reaching the endemic equilibria. This observed epidemic behavior coincides with the behavior of the endemic evolution as simulated in Figures 2,3,4.

## 5 Conclusions and Future Work

In this paper, we have briefly reviewed classical epidemiological compartment models, with a focus on a new SAIR(S) model that emphasizes the role played by the Asymptomatic-infected subpopulation. We presented continuous-time, discrete-time, and networked versions of the SAIR(S) model, and discuss their corresponding equilibria and stability properties. We have noted the use of Nesterov’s Next-Day Law and a basic least-squares approach for model parameter estimation, and conducted initial parameter estimation for COVID-19 using publicly available data from Champaign County, Illinois. Furthermore, we completed simulations of both group and networked models investigating the impact of isolating subpopulations, highlighting the crucial role of the Asymptomatic subgroup in the control of epidemic evolution, and exploring long-term endemicity conditions.

In the estimation process, we have encountered many challenges, most significantly biased testing data and the lack of explicit information on the asymptomatic infected population. Our ongoing efforts include pursuing more complete endemic equilibria analyses for the N-SAIR(S) model and investigating approaches for model estimation under non-random and missing sample data sets, for example as described in [64]. We are further investigating Bayesian statistical methods for estimating true prevalence of epidemics given biased information for apparent prevalence [65].
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Three graphs are shown, each representing different network types: fully connected, densely connected, and sparsely connected. Each graph tracks the progression of the disease over time, divided into three categories: asymptomatic, infected, and recovered.

1. **Fully connected network**: The graph shows a rapid increase in the infected population, followed by a gradual decrease as the recovered population increases. The asymptomatic population remains low throughout.

2. **Densely connected network**: The progression is similar to the fully connected network, with a rapid increase in infected individuals followed by a decrease as the recovered population grows. Some asymptomatic cases also appear early on.

3. **Sparsely connected network**: The increase in infected individuals is slower compared to the other networks. However, the recovered population still increases, and there are also asymptomatic cases.