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Abstract
Antibiotic resistance is one of the leading issues in modern healthcare due to the inability to treat common infections with available antibiotics. Many of the mechanisms of resistance have been caused by the inappropriate prescription of antibiotics to treat illnesses such as the cold or flu or the over-prescription of broad-spectrum antibiotics. Epitomizing this problem is the Staphylococcus bacteria where certain strains have become resistant to penicillin-related drugs and Vancomycin, one of the treatments for MRSA. To address this, we developed machine learning models to predict antibiotic activity and susceptibility using a patient’s entire available electronic health record. We selected patients who were suspected of having a staph infection from the Medical Information Mart for Intensive Care III (MIMIC-III) data set and utilized their microbiological culture results to identify the number of patients that were prescribed an inappropriate antibiotic and then propose suitable alternatives. In our test set, we identified that empiric prescriptions had an efficiency rate of 40 percent (the rate at which an antibiotic that would provide activity was prescribed), and the other 60 percent of cases were not susceptible to the prescribed antibiotic or the antibiotic that they were given was not tested for susceptibility against their infection. Our best models identified antibiotic susceptibility with AUROCs up to 0.9 and raw specificity up to 0.7. The models were also able to propose suitable alternatives in all but 10 cases. Overall these results demonstrate the need for implementing clinical decision support systems advising clinicians during the prescription process, and our further work will address this issue.
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1. Introduction
The emergence and spread of drug-resistant pathogens threaten global health by affecting our ability to treat common infections.¹ Although genetic changes can induce the development of antimicrobial resistance over time, the rapid development of the mechanisms of resistance can be attributed to the inappropriate use of common and broad-spectrum antibiotics.²–⁵ For decades, doctors have prescribed antibiotics to treat colds, the flu, and other viral infections that don’t respond to antibiotics, and even when used properly, many organisms are capable of rapid evolution to gain resistance to these drugs. Despite past achievements in minimizing the development and spread of drug-resistant organisms, the inappropriate over-prescription of antibiotics during the coronavirus 2019 pandemic (COVID-19) has resulted in a significant increase in hospitalizations due to multi-drug-resistant organisms, and, by 2050, the World Health Organization (WHO) estimates that antibiotic-resistant infections will cause of more than 10 million deaths per year.⁶–⁷

To combat the spread of resistance, the Centers for Disease Control and Prevention (CDC) have stated that the most important action is improving antibiotic prescription through antibiotic stewardship.⁸ Common strategies involve reducing the amount and the duration of unnecessary antibiotic treatment. Yet, despite these initiatives, it is estimated that up to 60 percent of clinicians still prescribe antibiotics in situations where their use is either unnecessary, the incorrect antibiotic was prescribed, or the antibiotic was administered at the incorrect dose or for the incorrect amount of time.

NOTE: This preprint reports new research that has not been certified by peer review and should not be used to guide clinical practice.
Data Collection:

<table>
<thead>
<tr>
<th>Establish Cohort</th>
<th>Data Extraction</th>
<th>Data Cleaning</th>
<th>Data Preprocessing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Select patients who were prescribed an antibiotic and tested positive for a staph infection.</td>
<td>Extract longitudinal data from patient's entire EHR history leading up to the time of antibiotic prescription.</td>
<td>Encode for erroneous data and outliers, and perform unit conversions and data validation.</td>
<td>80/20 Train Test split, Feature Mean Aggregation</td>
</tr>
</tbody>
</table>

**Figure 1.** Data Collection Overview: Raw Data is taken from the MIMIC-III database. A cohort consisting of adult patients who tested positive for a staph-related infection and were prescribed an antibiotic was selected. Longitudinal data were then extracted from their entire electronic health record, and then cleaned and pre-processed for model training and testing.

**Prediction Timeline:**

<table>
<thead>
<tr>
<th>Patient Admitted</th>
<th>Suspicion of staph infection (due to visible symptoms)</th>
<th>Microbiology Order and Antibiotic Susceptibility Tests (AST) placed</th>
<th>Empiric Antibiotics Ordered</th>
<th>Predict Antibiotic Susceptibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluate model performance on test set(AUROC and Precision)</td>
<td>Calculate Pre and Post AST Antibiotic prescription efficiency</td>
<td>Post AST antibiotics prescribed</td>
<td>Microbiology tests returns positive for Staph and AST results return</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2.** Prediction Timeline: Here we present the proposed prediction timeline for the classifier. First, a patient is admitted into the ICU and then the patient develops symptoms of a staph infection. Microbiology and AST cultures are ordered and then empiric prescriptions are given. Upon the time of antibiotic prescription, we make predictions on antibiotic susceptibility to guide empiric antibiotic regimens. Then we evaluate the clinician efficiency of prescription in both empiric and specific antibiotic regimens.

There is also growing concern over a certain class of antibiotic-resistant infections known as “Superbugs”. These multi and pan-resistant bacteria no longer respond to treatment with available antibiotics and the looming threat is more bacterial organisms will follow. One of the “Superbugs”, methicillin-resistant Staphylococcus aureus (MRSA), is a strain of Staphylococcus aureus (S. aureus) that has developed resistance to many of the antibiotics frequently used to treat staph infections. In the last year, MRSA directly caused the death of over 100,000 people and is gaining resistance to other forms of treatment. If this phenomenon persists, routine medical practices and procedures will be crippled, drastically increasing infection-related mortality and treatment costs.

Clinical decision support systems present ample opportunity to help clinicians adhere to antibiotic stewardship measures in practice. Historically, these systems have not been adopted due to the difficulty of integration into clinical workflows and their inability to adapt to dynamic local antibiotic resistance patterns. However, modern hospital IT infrastructures and electronic health record software (EHR) make it possible to integrate clinical decision support systems and utilize continuously integrated and continuously deployed machine learning models for clinical decision-making. With these advancements, it is possible to implement clinical decision-support systems to ensure that clinicians are aware of antibiotic stewardship measures when prescribing antibiotics to treat staph and other bacterial infections.

Electronic Health Records present the means by which we can survey past events in order to evaluate the quality of care and help improve future practices. There have been extensive studies using EHR data to deliver precision care through clinical decision support systems, and, among these, many have focused on utilizing microbial culture results found in electronic health records to improve antibiotic stewardship measures in clinical settings.

Here, we seek to investigate the use of machine learning-driven approaches for predicting antibiotic susceptibility to aid in empiric antibiotic therapy to one of the most preva-
lent drug-resistant organisms in hospitals around the world. Specifically, we seek to predict whether an antibiotic will provide activity against the bacterial staph infection, evaluate hospital performance in prescribing appropriate and effective antibiotics to treat the infection, and then identify relevant predictors of activity in the tested antibiotics. Using electronic health record data, we can tailor antibiotic therapy toward individual patients to prescribe the most effective and specific antibiotics. We hope that this method will result in an actionable solution for promoting antibiotic stewardship among patients admitted with staph infections to improve treatment and reduce the opportunity for more resistant strains to develop.

## 2. Materials and Methods

### 2.1 Data Sources

The data used in this analysis was extracted from the Medical Information Mart for Intensive Care III (MIMIC-III). The MIMIC-III database contains deidentified health-related data associated with over forty thousand patients who were admitted to the critical care units of the Beth Israel Deaconess Medical Center between 2001 and 2012. The data mart was deidentified and structured in accordance with Health Insurance Portability and Accountability Act (HIPAA) standards containing patient demographics, comorbidities, procedures, medications, laboratory test results, vital signs, microbiology data, discharge summaries, and International Classification of Disease, 9th Edition (ICD-9) codes. 21

### 2.2 Cohort Definition

Patients who were assumed to have staph infections met the inclusion criteria for this study. The exact phenotype required for inclusion in the study was any microbiological culture that returned positive for a staph-related organism obtained from any of the following: blood, urine, cerebral spinal fluid, pleural cavity, or joint, and the prescription of an antibiotic that was subsequently tested for susceptibility. Staph infections, including Staph aureus positive, Staphylococcus Coagulase-negative, and MRSA present identifiable phenotypes such as painful red bumps on the skin and feverish conditions - among many others. 22.23 Due to these visible and identifiable phenotypes, we make the assumption that the clinician has a high suspicion that the identity of the bacterial infection is staph related, the microbiology test will return positive for a staph-related organism, and empiric therapy will be oriented towards staph-related treatments. Moreover, patients with multiple ICU admissions that met the study criteria were analyzed independently and assigned to the same train/test split to prevent test set contamination. Figures 2 and 1 illustrates the flow chart of the data collection and the prediction timeline.

### 2.3 Feature Engineering

We developed a single data structure that was used for all of the predictions instead of manually curating datasets for each susceptibility profile. The data was extracted in a long format and organized by the respective table, patient id, and time of data. Namely, we extract the subject id, the hospital admission id, the time of the event, the type of event, and the value of the event. An example from the chart events table is presented in 3.

The raw clinical data was then cleaned and formatted to address data quality issues such as erroneous values and the disarray of varying units. For example, the units of the amount of a type of drug given were all converted to mg, and erroneous values such as “error” in the chart events table were encoded as -1 and considered to be missing. We then construct a feature matrix with the available static and longitudinal data using the extracted and cleaned clinical information. Static data includes features such as gender, ethnicity, language, insurance, and religion. Longitudinal data includes features from the lab events, chart events, input events (medication), prescriptions (medication), diagnoses, procedures, and microbiology events tables in the MIMIC-III database. The data was then encoded to address the numeric and categorical features. Categorical information included ICD 9 codes extracted from the diagnoses and procedures table, as well as some of the features in the chart events and lab events tables. These were then encoded to dummy variables using the one-hot-encoding technique. Continuous features included values from the input events, prescriptions, and chart events tables. If a feature was not present for a patient, the value was encoded as -1 and handled the same way as erroneous data. This allowed us to encode missing values into our data without needing to uti-
lize data imputation methods.

The value -1 was chosen instead of 0 because some of the observations possessed the measured value 0. To construct the final data frames, we used all of the available patient data before the time of the prescription and then aggregated the values by taking the non-filler (-999) mean of each of the features. In total, there were 4,754 features included in the final dataset.

2.4 Labeling

We trained 9 binary machine learning models to estimate the probability that an antibiotic selection would provide activity against the patient’s infection, namely one model per antibiotic. We encode our positive class as the ability of the antibiotic to provide activity against the infection and encode our negative class as the inability of the antibiotic to provide activity against the bacterial infection (if the AST returned intermediate or resistant). If the antibiotic was not tested against the patient’s infection we assume that the clinician would not consider prescribing that antibiotic and so we also encode this into our negative class.

The unit of observation in our study is the start of a unique antibiotic regimen for the patients in our cohort, and we mark the prediction time to be the first time at which a unique empiric antibiotic (antibiotics prescribed before AST results were available) was entered into the patient’s electronic health record signifying the start of a treatment regimen. We then retrospectively evaluate the specific antibiotic regimens (antibiotics prescribed after AST results were available). The purpose of this is to evaluate hospital performance in prescribing appropriate antibiotic regimens and to evaluate the allocation of antibiotics in empiric and post-AST treatment regimens.

An antibiotic regimen was labeled appropriate if it would provide activity against the bacterial infection, and an antibiotic regimen was said to provide activity if all microbial organisms that grew in the patient’s culture were susceptible to the antibiotic. Activity is measured in terms of the minimum inhibitory concentrations evaluated in the antibiotic susceptibility testing procedure. Similarly, an antibiotic regimen was labeled inappropriate if the microbiological culture was labeled as resistant or intermediate to the prescribed antibiotic or if the prescribed antibiotic was not tested against the patient’s infection. We define efficiency to be the fraction of appropriate antibiotic prescriptions to the total number of prescriptions. As our unit of observation is the susceptibility profile of the antibiotic, we are constrained by the number of times that an antibiotic was included in a susceptibility test. So, due to the fact that not all antibiotics that were prescribed were tested for susceptibility, we are limited in the number of antibiotics for which we can estimate the probability of activity against the infection. Thus, we only include antibiotics that were prescribed to the patients in the cohort and were subsequently tested and found to provide activity against more than 2.5 percent of the cohort’s infections.

These antibiotics include Levofloxacin, Clindamycin, Vancomycin, Linezolid, Oxacillin, Gentamicin, Erythromycin, and Daptomycin.

2.5 Training and Model Selection

The patients that were prescribed an antibiotic before the results from an antibiotic susceptibility test were included in the model training and testing procedure. This group was then split by unique hospital admission identifiers using an 80/20 train test split. This was done to avoid test set contamination where we would include the same patient in the train and test set if they had been issued two distinct antibiotics before their AST results had returned. We selected two tree-based models to perform the analysis of the data set: random forest and gradient-boosting trees. This was done because prior results have demonstrated that tree-based methods often outperform linear and logistic regression models due to their ability to model non-linear interactions with high-dimensional data. The random forest models were fit using the sci-kit learn python package and the gradient-boosted tree models were fit using the lightgbm python package. The model training procedure utilized a grid search over the training set to identify the hyperparameters that led to the highest mean area under the receiver operating characteristic curve (AUROC). The binary cross entropy loss function was used to evaluate the predictions, and the final model was chosen by selecting the model with the highest AUROC on the test set.

3. Results

3.1 Cohort

Our selected cohort contains N = 7655 prescriptions from 4734 unique ICU admissions in the MIMIC-III data that met the inclusion criteria for the study. Of the original N prescription regimes, 5185 (68 percent) were made empirically to 3795 patients before AST test results were available, and 2470 (32 percent) prescriptions were made to 1968 patients after AST results were available. There were 1047 patients who were prescribed an antibiotic before and after their AST results were available. The train/test split based on the ICU admission id resulted in a train set containing N = 3635 prescriptions to 2656 patients and a test set containing N = 1550 prescriptions and 1139 patients. Table 2 summarizes the demographic breakdown of these patients across the train/test split.

3.2 Model Performance

In 4, we report the performance of the antibiotic susceptibility classifiers across the test set and show the prevalence (the fraction of patient infections for which the antibiotic was listed as susceptible across the test set), the average precision, and the area under the receiver operating characteristics (AUROC) for the 9 antibiotics. The best model refers to the model that achieved the highest AUROC across the test set.
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Figure 4. Here we report the prevalence (the total amount of susceptible antibiotics from the cohort’s cumulative antibiograms), Area Under the Receiver Operator Characteristic Curve, Precision, and Accuracy for each of the 9 binary antibiotic susceptibility classifier models.

<table>
<thead>
<tr>
<th>Antibiotic</th>
<th>Prevalence</th>
<th>Auroc</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levofloxacin</td>
<td>0.272</td>
<td>0.9</td>
<td>0.82</td>
<td>0.85</td>
</tr>
<tr>
<td>Clindamycin</td>
<td>0.303</td>
<td>0.88</td>
<td>0.8</td>
<td>0.82</td>
</tr>
<tr>
<td>Vancomycin</td>
<td>0.765</td>
<td>0.87</td>
<td>0.95</td>
<td>0.83</td>
</tr>
<tr>
<td>Linezolid</td>
<td>0.025</td>
<td>0.93</td>
<td>0.8</td>
<td>0.99</td>
</tr>
<tr>
<td>Oxacillin</td>
<td>0.881</td>
<td>0.89</td>
<td>0.82</td>
<td>0.83</td>
</tr>
<tr>
<td>Gentamicin</td>
<td>0.885</td>
<td>0.91</td>
<td>0.98</td>
<td>0.93</td>
</tr>
<tr>
<td>Erythromycin</td>
<td>0.251</td>
<td>0.88</td>
<td>0.78</td>
<td>0.86</td>
</tr>
<tr>
<td>Daptomycin</td>
<td>0.022</td>
<td>0.92</td>
<td>0.7</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Figure 5. The demographic information corresponding to the 80/20 train and test set for our cohort

The Gradient Boosting Tree slightly outperformed the random forest classifier across all of the classifiers where the average precision ranged from 0.55 to 0.98 and the AUROC ranged from 0.88 to 0.98. In 6, we display the ROC curve and the Precision-Recall Curve from the Vancomycin Susceptibility Estimator. We then retroactively compute high specificity thresholds of 0.95 for each classifier and apply them to the test set in order to predict the antibiotics that would provide activity for each patient’s infection.

3.3 Clinical Evaluation and Model Utility

To evaluate the potential utility of our model in the clinical setting we first sought to evaluate the rate at which clinicians prescribed appropriate antibiotics - antibiotics that would provide activity against the staph infection - as well as evaluate the allocation of the different antibiotics included in the study. We retroactively compute the fraction of patients that were given antibiotics that would provide activity for their bacterial infection in both our train and test set. We then examine the allocation of the prescribed antibiotics to evaluate the hypothesis that empiric antibiotic therapy for patients with symptoms of a staph infection will be prescribed antibiotics relevant to the treatment of staph. Then, for our test set, we evaluate the number of available antibiotics that our model predicted would provide activity against bacterial infection using the high specificity threshold. 7 and 8 present the results of the empiric antibiotic therapy issued to the patient. We define empiric therapy as having an antibiotic regimen started before the results from an antibiotic susceptibility test had returned - the time stamp for the first issued antibiotic being before the return of the
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Figure 6. Receiver operating characteristic curves and Precision-recall curves for all models. We use different colors to differentiate the models.

Figure 7. We break down the relative antibiotic allocation, the number of appropriate prescriptions (patient was susceptible towards the prescribed antibiotic), inappropriate prescriptions, and the efficiency rate of prescriptions for each antibiotic used in the study. These are the results across the train set which provide a larger data set antibiotic susceptibility test. These results verify our hypothesis that empiric antibiotic therapy for the treatment of staph infections will be biased toward drugs known to provide activity against staph infections - namely Vancomycin and Levofloxacin which constitute nearly 80 percent of the total prescribed antibiotics for the cohort. We also report the efficiency of the clinician performance which we define as the fraction of appropriate prescriptions from the total amount of prescriptions per drug. We see that on average, between the training and the test set, clinician performance has an average of approximately 41 percent efficiency and prescribe antibiotics that will provide activity against the bacterial infection less than half the time.

Our model is able to estimate the probability that the antibiotic will provide activity against the patient’s staph infection. In table 6, we report the median of the predicted number of drugs that could have provided activity when an inappropriate antibiotic was prescribed. In our test set, we found there to be 751 total cases of inappropriate empiric antibiotic prescriptions (59 percent of the total prescriptions), and our model predicted that an average of 3.17 antibiotics could have provided activity against the infection, compared to the true average of 3.51 antibiotics. Moreover, there were only 10 predicted events in which no antibiotic would provide activity against the bacterial infection. Using our high specificity threshold, we expect that this model could have theoretically benefited close to 60 percent of patients. In 9, we conducted a retrospective analysis of clinician performance in efficient antibiotic prescription and allocation after clinicians had received the antibiotic susceptibility test results. This was done in order to examine the rate at which clinicians adhere to antibiotic stewardship guidelines as well as evaluate the potential impact of making clinicians aware of antibiotic susceptibility tests each time at which a prescription regimen was started. We find that prescription efficiency does not increase across the board. We find notable improvements in the prescription of Oxacillin and Clindamycin, and efficiency decreases in Vancomycin. We do see a slightly
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Figure 8. We break down the relative antibiotic allocation, the number of appropriate prescriptions (patient was susceptible towards the prescribed antibiotic), inappropriate prescriptions, and the efficiency rate of prescriptions for each antibiotic used in the study. These are the results across the test set. At each time the antibiotic was prescribed, the available active antibiotic column sums the total number of antibiotics that all of the classifiers predicted would provide activity. Thus, we can view this column as suitable alternatives in cases where an inappropriate antibiotic was prescribed.

<table>
<thead>
<tr>
<th>Prescribed Antibiotic</th>
<th>Appropriate Prescription</th>
<th>Inappropriate Prescription</th>
<th>Efficiency</th>
<th>Allocation</th>
<th>Available Active Antibiotics (median)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levofloxacin</td>
<td>100</td>
<td>365</td>
<td>21.51%</td>
<td>37.71%</td>
<td>3</td>
</tr>
<tr>
<td>Clindamycin</td>
<td>13</td>
<td>46</td>
<td>22.03%</td>
<td>4.79%</td>
<td>3</td>
</tr>
<tr>
<td>Vancomycin</td>
<td>318</td>
<td>184</td>
<td>63.35%</td>
<td>40.71%</td>
<td>3</td>
</tr>
<tr>
<td>Linezolid</td>
<td>3</td>
<td>60</td>
<td>4.76%</td>
<td>5.11%</td>
<td>3</td>
</tr>
<tr>
<td>Oxacillin</td>
<td>18</td>
<td>16</td>
<td>52.94%</td>
<td>2.76%</td>
<td>3</td>
</tr>
<tr>
<td>Gentamicin</td>
<td>55</td>
<td>7</td>
<td>88.71%</td>
<td>5.03%</td>
<td>3</td>
</tr>
<tr>
<td>Erythromycin</td>
<td>5</td>
<td>25</td>
<td>16.67%</td>
<td>2.43%</td>
<td>3</td>
</tr>
<tr>
<td>Daptomycin</td>
<td>5</td>
<td>13</td>
<td>27.78%</td>
<td>1.46%</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>517.00</td>
<td>716</td>
<td>41.93%</td>
<td>100.00%</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 9. We break down the relative antibiotic allocation, the number of appropriate prescriptions (patient was susceptible towards the prescribed antibiotic), inappropriate prescriptions, and the efficiency rate of prescriptions for each antibiotic used in the study. These are the results found from specific antibiotic treatment regimens (post-AST). At each time the antibiotic was prescribed, the available active antibiotic column sums the total number of antibiotics that would have provided activity found from the antibiotic susceptibility tests. Thus, we can view this column as suitable alternatives in cases where an inappropriate antibiotic was prescribed.

<table>
<thead>
<tr>
<th>Prescribed Antibiotic</th>
<th>Appropriate Prescription</th>
<th>Inappropriate Prescription</th>
<th>Efficiency</th>
<th>Allocation</th>
<th>Available Active Antibiotics (median)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levofloxacin</td>
<td>256</td>
<td>286</td>
<td>47.23%</td>
<td>28.77%</td>
<td>3</td>
</tr>
<tr>
<td>Clindamycin</td>
<td>49</td>
<td>35</td>
<td>58.33%</td>
<td>4.46%</td>
<td>5</td>
</tr>
<tr>
<td>Vancomycin</td>
<td>304</td>
<td>294</td>
<td>50.84%</td>
<td>31.74%</td>
<td>3</td>
</tr>
<tr>
<td>Linezolid</td>
<td>14</td>
<td>265</td>
<td>5.02%</td>
<td>14.81%</td>
<td>3</td>
</tr>
<tr>
<td>Oxacillin</td>
<td>110</td>
<td>3</td>
<td>97.35%</td>
<td>6.00%</td>
<td>5</td>
</tr>
<tr>
<td>Gentamicin</td>
<td>109</td>
<td>12</td>
<td>90.08%</td>
<td>6.42%</td>
<td>3</td>
</tr>
<tr>
<td>Erythromycin</td>
<td>17</td>
<td>46</td>
<td>26.98%</td>
<td>3.34%</td>
<td>3</td>
</tr>
<tr>
<td>Daptomycin</td>
<td>13</td>
<td>71</td>
<td>15.48%</td>
<td>4.46%</td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td>872.00</td>
<td>1012</td>
<td>46.28%</td>
<td>100.00%</td>
<td>3</td>
</tr>
</tbody>
</table>

better diversification of the prescribed antibiotics with Vancomycin and Levofloxacin constituting 60 percent of the total number of regimens. Similarly, we calculate the number of appropriate antibiotics that could have been prescribed in place of an inappropriate prescription using the returned antibiotic susceptibility tests. Similar to the predicted results in the empiric test set we find that we could have prescribed a median of 3 antibiotics that would have provided activity instead of the inappropriately prescribed antibiotic.

After examining the potential room for improvement of prescription efficiency using our model, we then examined the features that were most influential in the classification process. We calculate Shapley values, the average marginal contribution of a feature value across all possible coalitions. This allows us to examine the feature importance in high-dimensional and non-linear spaces. We calculated these values for each of our antibiotic classifiers and then select the most impactful features across each classifier. 10 presents our results. Through these interactions, we are able to discern that the three categories contributing to susceptibility are the prior antibiotics prescribed to a patient, blood test-related features, the presence of a prior antimicrobial-resistant infection (V09), and the age demographics and the ability of the patient to speak English.

Finally, we evaluate the effect of demographic information on the classifier with results in 11. We find notable decreases in the AUROC of the classifiers when the demographic information is removed suggesting that factors such as race, language, and insurance play a role in predicting the activity of an antibiotic for a patient’s infection.
4. Discussion

In this study, we develop a novel method to extract raw clinical data and patient features from ICU admissions who are suspected to have a staph infection and show that we can apply data-driven methodologies to increase the efficiency and effectiveness of empiric antibiotic prescription. Our findings demonstrate that empiric antibiotic regimens have an efficiency rate of approximately 40 percent and specific regimens that are supposed to be tailored to address the susceptibility profile of the bacterial infection have an efficiency rate of 45 percent. The 9 antibiotic classifiers that we have constructed are able to utilize a patient’s entire electronic health record to predict whether an antibiotic will be active against the bacterial infection with an average accuracy of 85 percent. In all but 10 events (0.01 percent of the data) where an inappropriate antibiotic was prescribed, our model was able to identify at least one antibiotic that would have provided activity against the staph infection with an average of 3.5 antibiotics per inappropriate prescription. We have also identified that the prior antibiotic history of the patient, relevant blood test results, and demographic information such as age and language are among the most important features in the classification of antibiotic susceptibility. Moreover, we found that demographic information increases the accuracy of the model across all classifiers suggesting that race, language, and insurance are relevant factors that affect antibiotic susceptibility.

We believe that the implementation of an antibiotic susceptibility classifier for staph infections will prove useful for clinicians to have a staph infection and show that we can apply data-driven methodologies to increase the efficiency and effectiveness of empiric antibiotic prescription. Our findings demonstrate that empiric antibiotic regimens have an efficiency rate of approximately 40 percent and specific regimens that are supposed to be tailored to address the susceptibility profile of the bacterial infection have an efficiency rate of 45 percent. The 9 antibiotic classifiers that we have constructed are able to utilize a patient’s entire electronic health record to predict whether an antibiotic will be active against the bacterial infection with an average accuracy of 85 percent. In all but 10 events (0.01 percent of the data) where an inappropriate antibiotic was prescribed, our model was able to identify at least one antibiotic that would have provided activity against the staph infection with an average of 3.5 antibiotics per inappropriate prescription. We have also identified that the prior antibiotic history of the patient, relevant blood test results, and demographic information such as age and language are among the most important features in the classification of antibiotic susceptibility. Moreover, we found that demographic information increases the accuracy of the model across all classifiers suggesting that race, language, and insurance are relevant factors that affect antibiotic susceptibility.

We believe that the implementation of an antibiotic susceptibility classifier for staph infections will prove useful for clinicians due to the identifiable phenotype of staph infections and the rising number of antibiotic-resistant strains. The process of treating a staph infection begins with identifying the relevant symptoms such as skin rashes, swelling of the skin, and red painful bumps. Then, the clinicians will order a microbiology test to identify the bacterial organism and a susceptibility test to guide therapy. Results from these tests are available within 76 hours. Although a quick recovery is anticipated with prompt treatment, there is a higher risk for severe problems the longer treatment is delayed - such as sepsis, pneumonia, endocarditis, and other bloodstream infections. For this reason, the treatment of staph infections usually begins with an empiric antibiotic prescription prior to the availability of lab tests. The doctor will perform an assessment of the patient’s health and the severity of the staph infection, and then, relying on clinical intuition and institution-wide antibiograms that track the susceptibility of isolated staph infections, they will most often prescribe Vancomycin, a first-line agent, or broad spectrum fluoroquinolones such as Ciprofloxacin or Levofloxacin. However, the over-prescription of Vancomycin, one of the only drugs that can treat MRSA, has resulted in the development of Vancomycin-resistant strains of staph, and due to their overuse, many strains have similarly developed resistance to fluoroquinolones. Thus, our model will aid empiric therapy in order to prescribe more effective and specific antibiotics - increasing the quality of care and decreasing antibiotic resistance and staph-related mortality.

Numerous prior studies have demonstrated the need and the effectiveness of EHR-based machine learning models and clinical decision support systems to predict antibiotic resistance patterns, susceptibility, risk of infection, and conditions such as sepsis and mortality. For example, Kanjilal et al built an antibiotic stewardship algorithm to limit the number of inappropriate first-line antibiotics that were prescribed in favor of second-line prescriptions that were predicted to have the same coverage rate. Corbin et al developed machine-learning models to predict personalized
antibiograms to aid in precise prescribing for the treatment of uncomplicated urinary tract infections, and Eickelberg et al identified patients with a low risk of bacterial infection to decrease the duration of empiric antibiotic therapy.19,20 Our study adds to the validity and the body of research surrounding EHR-based prediction models and supports the findings that it is possible to use electronic health records to aid in specific and effective empiric antibiotic therapy.

There are several limitations of this study. First, the data that was used was collected for clinical care at a single medical institution between the years 2001 and 2012 so it does not reflect current real-world antibiotic susceptibility patterns or clinician allocations. Moreover, a majority of the common and advised treatment regimes for staph infections such as nafcillin and cefazolin were not tested for susceptibility so we were not able to include these in our study.

Our future work will focus on the measures needed for the implementation of the antibiotic stewardship model in clinical practices and how to best integrate these clinical decision support systems into clinical workflows. Moreover, we will focus on generalizing these results to a broader patient population and further identify the discrepancies and trends with the various social determinants of health in our model in order to address health disparities and decrease the bias in our models. Moreover, to explore the longitudinal and temporal trends in the data we will investigate the use of deep learning models such as LSTM and GRU which are able to incorporate time-based information into the classification process.

### Glossary

- **EHR**: Electronic Health Record
- **MRSA**: Methicillin-Resistant Staphylococcus Aureus
- **MIMIC – III**: Medical Information Mart for Intensive Care III dataset
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