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Abstract

**Background:** The description of the calibration in pain studies is scarce. This study provides an in-depth analysis and proposes an automatic pain-threshold calibration that quantifies its correctness, minimizes its duration and invasiveness, and considers validation of linearity between stimuli intensity and Numerical Rating Scale (NRS) values.

**Methods:** 70 healthy volunteers (37 males) underwent a staircase calibration method adjusted for A-delta specific intraepidermal electrical stimulation. The sensation (t) and pain thresholds (T) intensities were calculated using: the traditional threshold method (TM), a linear regression model (LRM), and two variants of a proposed truncated LRM (tLRM). The tLRM analyses data up to an optimal point, chosen according to the maximum goodness-of-fit value ($R^2$). The optimal value of $R^2$ and the convergence based on the regression line gradient formed the base for rejection criteria of failed procedure. Then, we compared the different methods for thresholds assessment as well as mid-painful stimulation (MP), equivalent to $1.5*T$ or NRS equal to 8, using repeated measures ANOVA.

**Results:** Four participants were rejected according to our criteria. tLRM methods exhibit higher $R^2$ than LRM with 36% less stimuli application. Compared to other methods, tLRM result in significantly higher t and lower T and MP intensities. Last, significantly lower t and T were found for female compared to men, regardless of the calibration method.

**Conclusions:** The proposed method of calibration reduces the number of stimuli delivered and can be easily adapted to other simulation modalities. However, future investigation is recommended using adaptive LRM fitting and verification of reliability.
1. Introduction

Pain perception is a subjective experience, influenced by a combination of psychosocial, affective, cognitive, and biological factors (Bushnell et al., 2013; Tracy, 2017). Despite of attempts of finding alternative methods (Gruss et al., 2019; Lautenbacher et al., 2022; Lundeberg et al., 2001; Wang et al., 2022), self-reports continue to be the most reliable method for evaluation of pain. In laboratory and clinical settings, e.g., pain studies where experimental pain models are used to test analgesic compounds, standardized stimuli of different modalities are required to produce controlled pain sensation (Olesen et al., 2012). Such studies require a calibration procedure to map stimuli intensity to individual perception using one-dimensional scales, that are not free from certain limitations and weaknesses (Wagemakers et al., 2019). There are concerns about the doubtful linearity of the pain scores, hampering the use of mathematical calculations (Lazaridou et al., 2019), and about forcing translations of complex non-linear perception onto a linear scale (Berger and Baria, 2022). The reach of these limitations is inconclusive, as some studies show that numerical rating scales (NRS) behave as a ratio scale (Van Der Heide et al., 2009; Oliveira et al., 2014), while others contradict it (Hartrick et al., 2003; Price et al., 1994).

We propose an automatic calibration method, with metrics for quantifying its accuracy and reliability. We compare the $T$ and $t$, both computed via classical approaches as the threshold-based method (TM) and via a family of linear regression methods (LRM), with the objective of choosing the method that minimizes the number of painful stimuli applied during the calibration stage. While LRM is based on all data, the proposed truncated LRM (tLRM) discards painful stimuli according to a set of conditions to insure higher degree of linearity. It is a measure to avoid a decrease in pain-related response as a reaction to repetitive painful stimulation (i.e., habituation) (De Paepe et al., 2019). Increasing intensity of pain stimulation in TM and LRM might lead to stimuli habituation, and therefore may introduce non-linearities to the NRS ratings, resulting in an overestimation of the $T$ intensity. For this reason, we predict that $T$ values calculated using TM and LRM will be higher than ones derived from the proposed tLRM. Furthermore, in laboratory studies it is common to set the stimulation intensity using a function of $T$ (Bąbel et al., 2017; Colloca et al., 2010) or taking scale scores higher than $T$ (Rütgen et al., 2015; Świder et al., 2017). Here we will present a comparison of mid-painful stimulation calculated using our linear regression family and discuss the results.

Finally, sex differences in pain sensitivity are not always consistent across experimental pain modalities (Hashmi and Davis, 2014). Despite this ambiguity, the prevailing opinion is that women are characterized by higher sensitivity in detecting all modalities of perceptual stimuli including pain and touch (Fillingim and King, 2009). We will compare sex differences in both thresholds for Adela-specific electrodes, something that, to the best of our knowledge, has not been done before.

2. Methods

2.1. Participants

In total, 70 healthy volunteers (37 males; age mean±SD: 25.47±5.34) participated in the calibration phase of a magnetoencephalography (MEG) study, which description and results are beyond the scope of the present work. From this original sample, 4 participants were excluded based on the results of the calibration stage (see “Data analysis” section below), and therefore the final sample for this work consists of 66 individuals (35 males; age between 18 and 36, mean±SD: 25.62±5.34).

Participants were recruited by an advertisement on the project website (https://neuroconmsca.wordpress.com/) from students and staff of the Complutense University of Madrid (UCM), the Centre for Biomedical Technology in Madrid (CTB), and the Basque...
Center on Cognition, Brain and language (BCBL) in San Sebastian. With respect to the main MEG pain study, there were specific exclusion criteria which include: age below 18 and above 36 years, pregnancy, chronic diseases including chronic pain or migraine, recurrent pain, neurological or psychiatric diseases, heart disease, repeated unconsciousness, external and internal tissue damage, use of any type of medication or drug (psychoactive medication/substances such as antidepressants, antiepileptics, antipsychotics or illegal drugs), family history of epilepsy/photic epilepsy episode, claustrophobia, left-handedness, implantation of metal elements (e.g. endoprostheses, implants, metallic staples) and active implant (e.g.: pacemaker, neurostimulator, insulin pump, ossicle prosthesis), metal wire behind teeth and tattoos. Additionally, only participants who scored less than 8 on Hospital Anxiety and Depression Scale (HADS) (Zigmond and Snaith, 1983) and did not undergo a magnetic resonance study for 48 hours before the experiment could sign up to the study. All participants were encouraged to ask questions, were informed that they could resign form participation in any moment of the study and were guaranteed to receive 10 euros as compensation. All volunteers signed a written informed consent form.

2.2. Stimulation hardware

Fig. 1 shows the main setup for the procedure.

Figure 1. Laboratory set up used. Presented set up was used at CTB. Note that for the 24 participants that participated in the study at BCBL, Vipxxx system (https://vpixx.com/) for stimulation was used instead of StimBox, and Windows computer was used instead of Debian 10 system.

The stimulation was controlled by a PC running on Debian Linux using a script written in Matlab (Mathworks©), using the Psychophysics Toolbox extensions (Brainard, 1997). This setup allowed to synchronize the computer, the MEG system and the stimulation device. Painful stimulation was controlled via the Elekta Stimulus Trigger Interface (STI102) StimBox, which is equipped with sixteen binary input/output channels (BNC sockets) which generate a set of sixteen 5V analogue signals. We used two channels to control the stimulation
strength. The complete stimulation hardware setup included: (1) PC with Windows 10 and LabVIEW, (2) NI myDAQ with Florida Research Instruments Inc. myDAQ BNC adapter for x10 oscilloscope probes with connectors, (3) Digitimer DS5 Bipolar Constant Current Stimulator, (4) WASP electrodes with connection cables, and (5) 3 BNC cables. The complete setup is shown in the Fig. 1 and further described below.

2.2.1. Electrodes

We used WASP electrodes (Brainbox, United Kingdom), which selectively activate Adelta nociceptors, with very small stimulation intensity, approximately 0.01–2.0 mA (Seidel et al., 2015). WASP electrodes have two gold-plated solder pads to connect wires and a platinum pin at the top side of the electrode. The platinum pin is mounted to project approximately 0.5 mm from the surface of the board ±0.25mm. By pressing the electrode, the needle tip (0.2 mm) is inserted into the skin, adjacent to the free nerve endings of the thin myelinated fibres in the epidermis and superficial part of the dermis (Lefaucheur et al., 2012). The insertion of the electrode pin electrode causes no bleeding nor visible damage. The stimuli strength is set according to temporal summation of a long continuous duration (e.g. up to 500 ms) (Rütgen et al., 2015) or pulse train (Inui and Kakigi, 2012) of fixed intensity. For this reason, WASP electrodes have a lower probability of generating adverse secondary effects like skin irritation. To adapt WASP electrodes for the MEG environment, a specific nonmagnetic cable was attached (Kupferschaltlitze versilbert MX 250v 7 drähtig) to the electrode by its manufacturer (Brainbox team). This cable was then connected to the 10 m extender cable that was connected to the stimulator’s output socket. During calibration, two WASP electrodes were attached to the dorsum of the left hand (Seidel et al., 2015) with a spacing of 8 cm, but only one electrode was active and used to delivered 300-ms stimulations of ascending and descending intensities.

2.2.2. Stimulator

Although there is a myriad of medical grade electric stimulator types, we used the Digitimer DS5 Bipolar Constant Current Stimulator, as it is possible to control its output via analogue voltage input. The stimulator was placed outside of the MEG chamber to avoid electromagnetic interferences. A sufficiently long BNC cable was used to connect its voltage input socket to the NI myDAQ.

2.2.3. NI myDAQ

The stimulation PC used in this work, combined with the StimBox of the MEG system, was able to provide TTL (transistor-to-transistor logic) signals of 5V. However, the DS5 stimulator requires an analogue input for controlling the stimulation intensity. We used a NI myDAQ Data Acquisition Device (National Instruments, Austin, TX, USA) in combination with a myDAQ BNC adapter (Florida Research Instruments Inc., Cocoa Beach, FL, USA) as a drive, accepting these TTL values and generating a varying voltage output. The driver accepted two TTL signals, connected through its BNC inputs, for setup, and generated an analogue signal, connected to its BNC output, to control the intensity level of the DS5. The correct functioning of this setup was checked using a digital voltmeter measuring the analogue output of the myDAQ.

2.2.4. PC with Windows 10 and LabVIEW

NI myDAQ was controlled via USB by a PC running a LabVIEW (National Instruments, Austin, TX, USA) script. LabVIEW is a system-design platform and development environment for visual programming. Execution flow is determined by the structure of graphical block diagrams. The script was running continuously, listening to the input channels at 1 kHz sampling rate and generating the requested output, if any. Table 1 describes the action of the script given the input it received.
Table 1. Input signal and its corresponding action performed by the LabVIEW script.

<table>
<thead>
<tr>
<th>Input</th>
<th>Signal duration</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal coming from ai0 channel only</td>
<td>0.5 sec</td>
<td>Increase the output voltage by 1mV (equivalent to increasing stimulation current by 0.01 mA)</td>
</tr>
<tr>
<td></td>
<td>1.0 sec</td>
<td>Increase the output voltage by 2mV (equivalent to increasing stimulation current by 0.02 mA)</td>
</tr>
<tr>
<td></td>
<td>1.5 sec</td>
<td>Increase the output voltage by 5mV (equivalent to increasing stimulation current by 0.05 mA)</td>
</tr>
<tr>
<td>Signal coming from ai1 channel only</td>
<td>0.5 sec</td>
<td>Decrease the output voltage by 1mV (equivalent to decreasing stimulation current by 0.01 mA)</td>
</tr>
<tr>
<td></td>
<td>1.0 sec</td>
<td>Decrease the output voltage by 2mV (equivalent to decreasing stimulation current by 0.02 mA)</td>
</tr>
<tr>
<td></td>
<td>1.5 sec</td>
<td>Decrease the output voltage by 5mV (equivalent to decreasing stimulation current by 0.05 mA)</td>
</tr>
<tr>
<td>Signal coming simultaneously from both ai0 and ai1 channels</td>
<td>0.3 sec</td>
<td>Send electrical stimulation of the previously selected intensity and 300 ms of duration.</td>
</tr>
</tbody>
</table>

2.3. Procedure

The participants were asked to enter the magnetically shielded room, take a seat in the MEG chair, facing a projector screen 50 cm away, and have their hands placed on a board in front of them. The experimenter briefed them that the objective of a calibration procedure was to individually determine the stimulation intensities that would be used during the main experiment, and that at that moment no MEG measurements were taken. They were informed that only one of the electrodes placed in their hand would be used during the calibration procedure, that they would receive multiple increasing and decreasing intensities of electrical stimuli starting from 0mA, and that they would need to score their sensation according to an 11-point NRS using two 2-button response pads (Current Design, USA) (see Fig. 1).

During this briefing, the operator prepared the skin of the participant (the impedance of the skin was reduced by cleaning the skin with a cloth soaked in alcohol which eliminated lipids and dead cells form the skin surface), and attached the WASP electrodes to the dorsum of the left hand (Seidel et al., 2015). After that, the participants were left alone in the MEG chamber, and assured that the experimenter could see them and was in verbal contact during all calibration procedure. The procedure began with the NRS practice exercise. Thereby, the participants learned how to use 2-Button Response Pads to choose the correct number on the NRS. First, they were provided with written description of the exercise on the projector screen and then they were given 4 practice trials during which they had to choose numbers (2, 5, 7, 4) on the scale. If they made a mistake, the trial was repeated.

After the exercise, the participants underwent the calibration procedure which was completely automatic – no intervention from the experimenter was needed. The procedure applied electrical stimuli according to the timeline presented in Fig. 2a, and followed the well-known staircase method, shown in detail in Fig. 2b.
Figure 2. Calibration procedure. A. calibration timeline. B. Staircase procedure used in the study. Sensation (t) and pain threshold (T) intensities were established by the staircase procedure, taking an average of the three readings (ST I, STII and STIII for t and PT I, PTII and PTIII for T) corresponding to VAS rating 1 and 5, respectively.

First, the participant is presented with a fixation cross for a minimum of 6 seconds, with the higher boundary determined by the NRS response duration. Then, the electric stimulation, with the current level of intensity, was applied, indicated in Fig. 2a by a lightning bold icon. Thereafter, the participant was asked to rank the level of pain of the stimulus, if any. Finally, the current level of intensity of the stimulation was modified up or down, depending on the participant response. To reduce the probability of attenuation, and to reduce the number of steps required to achieve the t and T values, we used three different ascending/descending steps (0.01, 0.02, and 0.05, see Fig. 2b). As a result, the interstimulus interval (ISI) was kept at minimum 8 seconds, to further minimize the probability of habituation.

After each stimulus, the participants were scoring their sensations on the 11-point NRS ranging from 0 – ‘No electrical sensation’, 1 – ’I start to feel something’, 5 – ‘It starts to be painful’ to 10 – ‘The strongest painful sensation imaginable’, using the response pads. The numbers 1, 5 and 10 on the scale indicated the sensation threshold (t), the pain threshold (T), and the maximum pain tolerance, respectively. This scale resembles the one used in the studies by Świder and colleagues (Świder et al., 2017) and by Romero and collaborators (Roa Romero et al., 2013). The maximal stimulation that the participants received was the stimulation corresponding to an NRS of 8. Fig. 3 presents an example of the output of the data collected during the calibration procedure. The graph was presented to the participant and served as a visual cue to check if the data exhibited a habituation pattern.
In a post-test, 4 min after completing calibration, to checking if the correct stimuli intensities were calculated for each participant, three intensities of different strength were delivered in ascending order. Participants were asked to verbally rate stimuli intensity using the same NRS scale. The stimuli intensities were calculated based on LRM and equation: $3t$ mA for tactile, $1.5T+0.02$ mA for low-painful (LP) and $LP^*1.5$ mA for mid-painful (MP).

The calibration procedure design was approved by the Ethics Committee of the Universidad Complutense de Madrid (UCM), the Universidad Politécnica de Madrid (UPM), and the Basque Centre on Cognition, Brain and Language (BCBL), and followed the Helsinki Declaration and national and European Union regulations as part of the MSCA project. None of the participants showed any signs of tissue damage nor reported genuinely adverse experiences as a result of undergoing the calibration procedure.

2.4. Calibration methods

We calculated the $t$ and $T$ values using four methods: threshold method (TM), linear regression method (LRM) applied to the whole set of data, and two modifications of LRM, the truncated linear regression method (tLRM).

2.4.1. Threshold method (TM)

The threshold method calculates $t$ by taking an average of three stimulation intensities (ST I, ST II, ST III) rated as 1 on the NRS (see Fig 2b), a procedure used in previous pain studies (Bąbel et al., 2017; Świder and Bąbel, 2013). The first rating (ST I) was achieved in the first ascending curve (with a step 0.02 mA), selecting the first stimulation current with an NRS equal to 1. After surpassing ST I by 0.02mA, the second rating (ST II) was taken in the first descending curve, selecting the stimulation current just before the first NRS equal to 0. The third rating (ST III) was achieved in the second ascending curve, selecting again the first stimulation current corresponding to NRS equal to 1 (see Fig 2b).

An analogous calculation was performed for $T$, by taking the average of three stimulation currents (PT I, PT II, PT III) scored as 5 on the NRS (see Fig 2b). The first rating (PT I) was achieved in the second ascending curve, selecting the stimulation current...
corresponding to an NRS equal to 5. After surpassing PT I by 0.05 mA, the second rating (PT II) was taken in the second descending curve, selecting the stimulation current just before an NRS equal to 4. The third rating (PT III) was achieved in the third ascending curve, that started from PT II minus 0.5 mA, selecting the stimulation current corresponding to an NRS equal to 5 (see Fig 2b).

2.4.2. Linear Regression Method (LRM)

We used a linear regression to model the participant response (the NRS) as a function of the stimulation intensity. We used the Matlab function `fitlm`, which fits a specified model, in our case a linear regression model, to variables in the dataset, and returns the linear model in the form of the equation \( NRS = m \cdot I + c \), where \( I \) is the stimulation current, \( m \) is the gradient of the relation between \( I \) and NRS, and \( c \) is the intercept. We also obtained \( R^2 \) as a statistical measure that determines the proportion of variance in the dependent variable explained by the independent variable. In other words, it is a measure of how well the regression model explains the data and ranges between 0 (0% of data variability is explained by the model) to 1 (100% of data variability is explained by the model). It is calculated according to the following formula:

\[
R^2 = 1 - \frac{\sum (y_i - f_i)^2}{\sum (y_i - \bar{y})^2},
\]

where \( y_i \) is the observed dependent value, \( f_i \) is the predicted dependent value, and \( \bar{y} \) is the mean of the observed dependent values.

2.4.3. Truncated Linear Regression Method (tLRM)

In this work we propose two novel calibration methods, namely tLRMm and tLRMmc, obtained by modifying the LRM method to use only a specific part of the calibration data. The difference between both methods is that tLRMm assumes that the intercept is zero (this is, an input current of 0 has a corresponding NRS of 0), while tLRMmc does not. As previously, we used the Matlab function `fitlm` to create the regression model.

In both, the linear model is obtained by applying the linear regression model not once, like in the case of LRM at the end of the calibration procedure, but iteratively when a new data point is collected, starting from the second stimulation. As a result, \( m \), \( c \), and \( R^2 \) are obtained as a vector of size \( n-1 \), where \( n \) is the total number of stimulations. Later, we truncate the vector based on the position of maximum \( R^2 \), given that calibration was run for sufficiently many steps (lower limit of optimization range). It has been empirically observed that once the participant reached the second zero current stimulation (not including the initial zero current stimulation at step 0, this is, the end of the second descending curve), \( i \), the model delivers reliable predictions. Additionally, to reduce the number of painful stimuli, we need to establish a maximum number of steps (upper limit of optimization range), which also restricts the procedure from running too long. For this reason, the highest pain sensation NRS rating reached during the tLRM methods will be approximately 5. In this work, the optimization range was defined between \( i-r \) and \( i+r \) (in our case \( r \) was chosen as 3), and the linear model where the maximum \( R^2 \) was found was returned as the optimal. Figure 4 shows an example of how the procedure chooses the truncation point.
Figure 4. An example of tLRM output. The x axis represents calibration steps, starting from 0. The y axis corresponds to: stimuli strength, I, normalized by its maximum value (black line); corresponding NRS rating divided by 10 (black dashed line); evolution of the coefficient $R^2$ for the linear regression; and linear regression equation gradient, $m$, normalized by its maximum value (red line). Blue vertical lines represent points where zero current stimulation was applied, and the red vertical line represents the optimal truncation point.

3. Data analysis

3.1. Rejection criteria

To ensure that only good-quality data are analysed, we quantitatively checked which participants “failed” the calibration procedure, which is seldomly performed in pain research studies. This verification was performed only for the tLRM, as the evaluation of these methods is the object of this study.

We propose three rejection criteria with their corresponding thresholds. The first one is the coefficient of determination, $R^2$. A high $R^2$ value indicates that the data are linear and that they fit the regression model for predicting the stimulation currents $I$ corresponding to their NRS. A recent study on thermal stimulation (Amir et al., 2022) established that a successful calibration procedure, $R^2$ should be at least 0.4. The second criterium is related to the convergence of the parameters. If the calibration procedure is stopped at a point where the regression model parameters are invariant of collecting more data, we can say that the calibration procedure has reached the final solution. As a measure of convergence, we propose to modify the classical Cauchy’s convergence criterion based on the gradient $m$:

$$\sum_{i=0}^{o+r-1} \frac{m_{i+1} - m_i}{m_o} < \epsilon$$

where $o$ subscript symbolizes the optimal truncation step and $\epsilon$ is a limit which we proposed to set to 0.25. Finally, and to both prevent participants from receiving multiple pain stimulations of very high intensity and prevent habituation effects during the main phase of the experiment, we set a limit to the stimulation current (i.e., the third criterium). In the case of our experiment, we chose an upper limit to the pain sensation (NRS=5) as 0.635mA. Any participants with pain sensation $T$ above this level was rejected. This value is based on our previous pilot study, which indicated that stimulation above 1mA exceeds safety limits.
3.2. Statistical analysis

We investigated if there are differences in the goodness of fit for the three linear regression models (LRM, tLRMm and tLRMmc). The $R^2$ values distributions were negatively skewed (-1.41, -1.24 and -1.31 respectively) and did not satisfy the Anderson-Darling goodness-of-fit hypothesis test for normality ($p<0.005$). To mitigate the skewness and normalize the data, a set of 40 different power transformations was tested, which concluded that power 4.69 yielded an optimal result (skewness of 0.24, -0.30, and -0.35, respectively and Anderson-Darling goodness-of-fit hypothesis $p=0.054$, 0.040, and 0.055, respectively). Next, we performed a mixed effects repeated measure ANOVA for the $R^2$ values with Linear Regression Type (LRM, tLRMm, tLRMmc) as a within-subject factor (females and males).

In order to indicate which calibration method requires a smaller number of stimuli application, we used a nonparametric Wilcoxon signed rank test on the number of stimuli required by LRM vs tLRM (note that, by definition, the number of stimuli required by tLRMm and tLRMmc is equal).

Afterward, we investigated if there were differences between the four tested calibration methods. We performed a mixed effects repeated measure ANOVA for the calculated values of $T$ and $t$ with Threshold Type (sensation and pain threshold) and Gender (females and males) as between- and Calibration Type (TM, LRM, tLRMm, tLRMmc,) and Threshold Type (sensation and pain threshold) as within-subject factors.

Next, we compared the intensity of mid-pain stimulation calculated for each of the calibration method. For TM we based mid-pain stimulation intensity on the equation $1.5*T$ used in previous studies (Bąbel et al., 2018; Colloca et al., 2010). For linear models, the intensity leading to an NRS of 8 was used. Then, we performed a repeated measures ANOVA for mid-pain intensity (mA) with Calibration Type (TM, LRM, tLRMm, tLRMmc) as within- and Gender (females and males) as between-subject factor.

If necessary, Greenhouse-Geisser correction was applied for violations of sphericity, and in the case of interaction effects, the repeated measure ANOVA was followed by multiple comparison tests, using Bonferroni correction for multiple comparisons, in order to indicate the meaning of the effect.

Data analysis was performed using MATLAB (9.9.0.1524771 (R2020b) Update 2) and statistical analysis were performed using IBM SPSS (Version 26).

4. Results

4.1. Rejected participants

According to the rejection criteria, we determined that 4 participants (5.7%) need to be excluded from further analysis due to a low $R^2$ value (below 0.4, see Fig. 5a and Fig. 5d), high stimulation currents above 0.635mA for NRS of 5 (see Fig. 5b), or lack of convergence (see Fig. 5c and Fig. 5d).
Figure 5. Participants rejected from further analysis (for plot description refer to Figure 3). Rejection reasons: a - low R2 and high number of delivered stimuli; b - high stimuli current and high number of delivered stimuli; c - lack of convergence and mistake in 0 mA stimulus scoring; d - lack of convergence and mistake in 0 mA stimuli scoring.

4.2. Statistical results

For LRM and tLRM, the $R^2$ values were above 0.75. The relation between stimuli intensity and NRS ratings is, therefore, linear, what is in line with our hypothesis.

Results of repeated measure ANOVA for $R^2$ revealed a statistically significant main effect of the Linear Regression Type ($F_{(2,65)} = 17.25$, $p<.001$, $\eta_p^2 = .21$) and no effects of Gender ($F_{(1,64)} = .06$, $p = .81$, $\eta_p^2 = .16$) nor interaction effect Linear Regression Type * Gender ($F_{(1,64)} = 2.10$, $p = .15$, $\eta_p^2 = .02$). The pairwise comparisons of Linear Regression Type indicated statistically significant differences between LRM vs. tLRMm, LRM vs. tLRMmc and tLRMm vs. tLRMmc. The results indicate that the tLRM models (tLRMmc reported higher $R^2$ than tLRMm, as would be expected due to a higher number of degrees of freedom) ensure the highest degree of linearity, as was hypothesized (see Table 2).

Table 2. Descriptive statistics of investigated variables for all four calibration models: TM, tLRMm, tLRMmc and LRM.

<table>
<thead>
<tr>
<th>Calibration method</th>
<th>Gender</th>
<th>$t^a$ (Mean±SD)</th>
<th>$T^b$ (Mean±SD)</th>
<th>Mid-painful stimulation$^c$ (Mean±SD)</th>
<th>Steps number$^d$ (Mean±SD)</th>
<th>$R^2c$</th>
<th>N$^e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM</td>
<td>Female</td>
<td>0.02±0.01</td>
<td>0.26±0.32</td>
<td>0.40±0.23</td>
<td>37.68±2.64</td>
<td>N/A</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>0.03±0.02</td>
<td>0.37±0.15</td>
<td>0.56±0.22</td>
<td>46.56±2.49</td>
<td></td>
<td>35</td>
</tr>
</tbody>
</table>
Wilcoxon signed rank test for the number of stimuli required by LRM vs tLRM revealed a statistically significant difference (p<0.001). tLRM take on average 17.2 steps less than LRM, what is in line with our hypothesis. Descriptive statistics of the number of steps for each calibration methods are presented in Table 2.

The results of repeated measures ANOVA for individual threshold values of T and t are presented in Table 3. We found statistically significant main effects of Calibration Type, Threshold Type and Gender, as well as interaction effects of Calibration Type* Threshold Type and Threshold Type*Gender.

Table 3. The results of repeated measures ANOVA for pain and sensory thresholds.

<table>
<thead>
<tr>
<th></th>
<th>Main and interactions effects</th>
<th>F</th>
<th>df</th>
<th>P</th>
<th>$\eta_p^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration Type</td>
<td>19.06</td>
<td>3.64</td>
<td>&lt;0.001</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>Threshold Type</td>
<td>326.74</td>
<td>1.64</td>
<td>&lt;0.001</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>11.34</td>
<td>1.64</td>
<td>0.001</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>Calibration Type* Threshold Type</td>
<td>37.42</td>
<td>3.64</td>
<td>&lt;0.001</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>Calibration Type*Gender</td>
<td>1.5</td>
<td>3.64</td>
<td>0.21</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Threshold Type*Gender</td>
<td>9.89</td>
<td>1.64</td>
<td>&lt;0.01</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>Calibration Type* Threshold Type*Gender</td>
<td>1.51</td>
<td>3.64</td>
<td>0.23</td>
<td>0.02</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Within-factor multiple comparison tests for T values</th>
<th>F</th>
<th>df</th>
<th>P</th>
<th>$\eta_p^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRM vs TM</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tLRMm vs TM</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tLRMmc vs TM</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tLRMm vs tLRMmc</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tLRMm vs LRM</td>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tLRMmc vs LRM</td>
<td>&lt;0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Within-factor multiple comparison tests for t values</th>
<th>F</th>
<th>df</th>
<th>P</th>
<th>$\eta_p^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRM vs TM</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tLRMm vs TM</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tLRMmc vs TM</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Between-factor multiple comparison

<table>
<thead>
<tr>
<th>Threshold Type * Gender</th>
<th>F</th>
<th>df</th>
<th>P</th>
<th>$\eta^2_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T female vs males</td>
<td>10.90</td>
<td>1.64</td>
<td>&lt;0.01</td>
<td>0.15</td>
</tr>
<tr>
<td>t females vs males</td>
<td>8.07</td>
<td>1.64</td>
<td>&lt;0.01</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Note: TM: Threshold Method; tLRMm: Truncated Linear Regression Method that assumes that the coefficient $c$ (the intercept) is zero; tLRMmc: Truncated Linear Regression Method where the coefficient $c$ is not equal to zero; T: pain threshold; t: sensation threshold.

The within-factor multiple comparison tests for the interaction *Calibration Type* *Threshold Type* for the $T$ values showed statistically significant difference between LRM vs. TM, tLRMmc vs. TM, tLRMm vs. TM, tLRMm vs. LRM, tLRMmc vs. LRM (see Table 3 and Fig. 6), what is in line with our hypothesis that $T$ values calculated for longer lasting TM and LRM may be higher than ones calculated based on the tLRM. Analogous exploratory analysis performed for $t$ values revealed that there was a statistically significant effect in the comparison between TM and the three types of LRM (see Table. 3 and 4 and Fig. 6). It is interesting to note that for four participants the LRM method predicted negative stimuli intensity for the $t$ threshold.

![Figure 6. T and t values in mA for each of the four tested calibration methods. Note: ** and *** corresponds to p<0.01 and p<0.001 respectively.](https://doi.org/10.1101/2022.10.03.22280662)

The pairwise comparison between the tLRMm and tLRMmc for $t$ and $T$ found no differences, what is in line with our hypothesis.

The within-factor multiple comparison tests showed sex differences in the interaction *Threshold Type* * Gender. For both $T$ and $t$, we found statistically significant differences between both genders, what is in line with our hypothesis of existence of gender difference in $t$ and $T$. The results are presented in Tab. 3 and Fig. 7.
Figure 7. T and t values for males and females. For females, lower intensity for both t and T compared to male participants. Note: ** corresponds to p<0.01.

The ANOVA analysis for mid-painful stimulation indicated statistically significant main effects of Calibration Type ($F_{(3,64)}=19.38$, p<.001, $\eta^2=.23$) and Gender ($F_{(1,64)}=10.63$, p>.01, $\eta^2=.14$), but no interaction effect Calibration Type* Gender ($F_{(1,64)}=0.93$, p > .05, $\eta^2=.01$) (see Fig. 8 and Table 2). The pairwise comparisons indicate a statistically significant difference (p<.05) between TH vs. LRM, TH vs. LRMm, TH vs. LRMmc, LRM vs. LRMm, and LRM vs. LRMmc (see Fig. 8 and Table 2). These results are in line with our hypothesis that TM and LRM may overestimate the intensity of the pain stimuli.

Figure 8. Mid-painful stimulation estimated for each of four calibration methods. Note: ** and *** corresponds to p<0.01 and p<0.001 respectively. For TM the equation 1.5T was used in order to set mid-painful stimulation.

The post-test revealed that, for most of the participants, mid-painful stimulation was indicated for NRS scores between 6-9, low-painful between 3-6, and tactile between 2-3.
5. **Discussion and conclusions**

In the present study we aimed to develop an alternative calibration method to the traditional threshold-based method (TM), taking advantage of the linear regression model. In line with our hypothesis, the collected NRS scores exhibit high levels of linearity with the stimuli intensity, which is demonstrated by high values of $R^2$ for LRM and both tLRM. This result is coherent with previous studies where NRS scores are linearly correlated with stimuli intensity (Van Der Heide et al., 2009; Oliveira et al., 2014). The lack of consistency in the previous studies might be associated with the investigated laboratory stimulation type or with the specific clinical pain type.

Furthermore, we have proven that tLRM show higher $R^2$ values, indicating that considering only an optimal set of data gives better results than a complete one, likely due to habituation effects in the latter. In the study we used a 11-point NRS where both non-painful and painful stimuli are rated (Colloca et al., 2010; Roa Romero et al., 2013; Świder et al., 2017) which, together with tLRM, allows for performing estimations on stimuli intensity and NRS ratings. Finally, truncating data at an optimal point has another advantage, namely decreasing the number of delivered stimuli. On average this meant that the tLRM required 17.2 less stimuli which shortens the procedure, is less painful for the participant and has a potential for avoiding stimuli habituation.

Since data linearity has been proven, the $R^2$ parameter can be used as a measure of quantifying the correctness and reliability of the calibration procedure. This allows for an automatic (no human labour required) and instant (immediately after calibration end) procedure for participants rejection according to the three proposed criteria. As a result, the experimenter can avoid perpetuating errors in the further stages of the experiment, which can save time and financial resources (some investigation techniques, such as MEG, have an elevated cost per participant).

One of the main objectives of the study was to use non-painful stimuli to make predictions about painful stimuli (tLRM), which could allow to minimize the method runtime and the number of delivered stimuli, especially the painful ones. It still remains unclear, and more data needs to be collected to determine, which of the evaluated methods (TM, LRM, tLRMm and tLRMmc) is more reliable. On one hand, LRM and tLRM yield statistically similar results for the value of $t$, which are higher than for the TM method. This means that either the linear regression models overestimate the required stimulus, or the TM underestimates it. We suspect that the latter is more probable, due to a higher sensitivity to stimuli at the beginning of the procedure, when $t$ is predicted by TM. On the other hand, only tLRMm and tLRMmc yield statistically similar results for $T$ values, but their mean is lower than for TM and LRM. This is in line with our hypothesis that, in general, TM and LRM would indicate higher stimuli intensity as they require more stimuli application and therefore participants can suffer from habituation. Habituation can be minimized by using a carefully chosen ISI, which in our study was at least 8s. In studies using analogous electrodes (intraepidermal electrical stimulation, IES) the rest time between three stimulation sets was 1 min (Tanaka et al., 2021) or ISI between 2.5 and 3.5s (Poulson et al., 2020). Taking this into account, the ISI used in our study can be considered adequate, but in future studies we suggest including breaks between ascending/descending curves, to further avoid these effects. Nevertheless, the higher degree of linearity in tLRM is a strong indication that non-painful stimulation calibration can be extrapolated to provide prediction of painful stimulation. To verify it, more evidence should be collected, for example by applying a set of random stimuli, after a completed calibration procedure and sufficient resting, to validate the correctness of the linear model.

Next, since tLRMm and tLRMmc yield statistically similar results for $t$, $T$, and mid-painful stimuli, we propose to use the tLRMm method, as it is described by only one parameter, $m$, and forces the condition that for no stimulation the NRS is 0. This, in turn, makes
comparisons between participants and experiments easier, and avoids not realistic situations where negative stimulation is predicted for low NRS, as was observed for a few cases of LRM.

Regarding gender differences, our results indicate that females require a lower stimulation intensity to reach both the sensation and painful thresholds. This may suggest that women have a higher sensory acuity than men, at least in response to the electric stimulation via WASP electrodes. This conclusion is not consistent across other studies (Racine et al., 2012a, 2012b); however, the predominant view is that women have a greater pain responsiveness than men for most pain modalities (Sorge and Totsch, 2017). This is not unique only to pain, as there is evidence that women are often more perceptive than men across multiple sensory domains (Hashmi and Davis, 2014). Women were shown to have a greater detection and discrimination sensitivity than men to tactile (Boles and Givens, 2011), olfactory (Bontempi et al., 2021), and visual stimuli (Shaqiri et al., 2018). Our results are also in line with the clinical reality which has shown that gender differences exists with respect to pain tolerance and thresholds, and that there is a higher prevalence of chronic pain conditions for females (Meints et al., 2018; Sorge and Totsch, 2017; Templeton, 2020). Finally, gender differences in pain perception and modulation exists at molecular, cellular, and system level (Presto et al., 2022).

In relation to the above, the calibration procedure was made as automatic as possible in order to improve standardization and avoid experimenter biases (Engskov et al., 2021). Moreover, to control the effect of experimenter gender during the experiment, both a woman and a man were present in the laboratory. The literature shows a significant ambiguity in that topic, and it is possible that pain modality may play a crucial role. For instance, previous studies indicate higher thresholds for electric pain determined in the presence of a female investigator regarding participant gender (Engskov et al., 2021). On the other hand, another study, where pleasure stimuli was used, shows that men showed higher average pain thresholds when tested by female experimenter (Gijsbers and Nicholson, 2005). Interestingly, heat pain thresholds were not shown to be significantly influenced by experimenter gender (McDougall et al., 2021). For this reason, in future studies it is recommended to investigate the role of experimenter gender on pain thresholds produced via WASP electrodes.

The last analysis involved a comparison between predicted levels for mid-painful stimulus. There is no statistically significant difference between TM based on $1.5^*T$ and LRM. At the same time, both are different to the intensity levels predicted by tLRM, which are significantly lower. We hypothesize that higher values for TM and LRM may be a consequence of habituation. However, we cannot exclude that the tLRM mid-painful stimulation could be underestimated, as the post test for LRM, where low- and mid-painful stimulations were delivered, indicated that stimulation was predicted correctly. A possible way of mitigating this effect could be using an adaptive staircase method (Atlas et al., 2010).

Concluding, the proposed method, including its quantification of correctness and the rejection criteria, can be easily adapted to other stimulation methods and hence extended to any neurophysiological studies on pain. According to multi-modal approach in human pain research (Neziri et al., 2011), this method allows for a standardized comparison between different stimulation modalities, facilitating translation of their result to a clinical setting. We established procedures for the application of the stimulus as well as an specific automatic calibration of electric stimulation delivered via WASP electrodes, as the replicability of the laboratory setup seems to be crucial for the further comparison of study results. Furthermore, linear regression satisfies the definition of the IASP, which recommends that pain threshold should be at the level at which 50% of stimuli would be recognized as painful instead of the least stimulus intensity at which pain is perceived (Raja et al., 2020).

Finally, our method is not free from limitations and the need for further refinements. To be sure that calibration leads to adequate stimuli evaluation, a random strength stimulation
verification of reliability should be performed *a posteriori*. Additionally, this could be used to check if the calibration results are consistent over time, as was done before for thermal stimulation (Amir et al., 2022). Reliability tests are important for future experimental studies on WASP electrodes and studies where pain biomarkers or signatures are evaluated (Davis et al., 2020; Pleil et al., 2018). Furthermore, the intra-epidermal electrodes, such as WASP, have been found to be sensitive to their positioning relative to the location of the nerve fibre (Poulsen et al., 2020), which could have influenced the calibration. Finally, more research is needed to determine the factors influencing the sex-based differences in perception of *t* and *T* stimuli, such as possible differences of electrode attachment, or gender physiological, chemical, and biophysical skin differences (Rahrovan et al., 2018).
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