Are the relevant risk factors being adequately captured in empirical studies of smoking initiation? A machine learning analysis based on the Population Assessment of Tobacco and Health study
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Abstract

Cigarette smoking continues to pose a threat to public health. Identifying individual risk factors for smoking initiation is essential to further mitigate this epidemic. To our knowledge, no study today has used Machine Learning (ML) techniques to automatically uncover informative predictors of smoking onset among adults using the Population Assessment of Tobacco and Health (PATH) study. In this work, we employed Random Forest paired with Recursive Feature Elimination to identify relevant PATH variables that predict smoking initiation among adult never smokers at baseline between two consecutive PATH waves. We included all potentially informative baseline variables in wave 1 (wave 4) to predict past 30-day smoking status in wave 2 (wave 5). Using the first and most recent pairs of PATH waves was found sufficient to identify the key risk factors of smoking initiation and test their robustness over time. As a result, classification models suggested about 60 informative PATH variables among more than 200 candidate variables in each baseline wave. With these selected predictors, the resulting models have a high discriminatory power with the area under the Specificity-Sensitivity curves of around 80%. We examined the chosen variables and discovered important features. Across the considered waves, three factors, (i) BMI, (ii) dental/oral health status, and (iii) taking anti-inflammatory or pain medication, robustly appeared as significant predictors of smoking initiation, besides other well-established predictors. Our work demonstrates that ML methods are useful to predict smoking initiation with high accuracy, identify novel smoking initiation predictors, and enhance our understanding of tobacco use behaviors.
Introduction
During the past decade, the tobacco product landscape has evolved rapidly with a remarkable decrease in cigarette smoking prevalence [1], a dramatic increase in the popularity of electronic nicotine delivery systems (ENDS), and the emergence of other novel tobacco products such as heated tobacco products [2, 3]. However, cigarette smoking is still the main cause of tobacco-related morbidity and mortality, being responsible for hundreds of thousands of premature deaths and costing the United States (US) economy hundreds of billions of dollars annually [4, 5]. Despite the significant decline in smoking prevalence, reducing initiation rates and increasing cessation rates remain the focus of tobacco control to further reduce the burden of tobacco use and prevent a potential reversal in the reductions of population-level smoking rates from the past decades. To better support tobacco regulations, more studies predicting smoking behaviors as well as identifying risk factors of such behaviors are needed.

Using survey data and traditional statistical models such as logistic regression, previous research has uncovered a list of individual-specific characteristics associated with smoking initiation. Due to the standard assumptions of these models and the correlation between potential explanatory variables, these analyses can generally only incorporate a relatively small number of expert-selected predictors [6-9]. Consequently, they generally do not exploit the vast amount of information in survey data such as the many variables collected by the US Population Assessment of Tobacco and Health (PATH) study [10]. In addition, the findings from traditional statistical models are likely to depend on the considered risk factors, which may lead to different conclusions if other factors are considered [6] and the omission of other unanticipated risk factors. Furthermore, previous studies have shown that these traditional methods may not perform optimally as prediction models, especially when dealing with class-imbalanced data (having an imbalance between class samples) [11, 12]. Therefore, in predicting individuals’ smoking behaviors, alternative methods are needed.

Machine learning (ML) methods such as random forest (RF) are powerful tools that can address some of these limitations. Many ML algorithms can automatically identify hidden patterns in complex data that researchers would otherwise struggle to uncover to predict future outcomes. Applications of machine learning techniques have just started infiltrating tobacco control research, despite the popularity of its applications in other research fields [13]. In tobacco control, a growing number of research articles have focused on predicting smoking and vaping behaviors and identifying the most significant predictors of such behaviors through ML algorithms. For instance, researchers used ML methods such as RF classifiers and penalized logistic regression models to predict ENDS use status and identify the most important predictors of this behavior based on various surveys [13-15]. Coughlin et. al. employed decision trees to classify smoking cessation outcomes in group cognitive-behavioral therapy at a 6-month follow-up and identify the most relevant risk factors of treatment outcomes [16]. Kim and colleagues applied regression tree models to identify complex interactions among various factors that differentiate global adolescents’ levels of tobacco susceptibility and use [17].

Most studies used data from clinical trials or local representative surveys [13, 15, 16, 18]. Therefore, the findings may not be generalizable to the whole US population. The PATH study has been a primary data source of research work on population-level tobacco use behaviors [10]. PATH is a large, longitudinal, and nationally representative survey [10]. It contains detailed individual-specific information, including demographics, socioeconomic and health status, perceptions, substance use, and tobacco use. To our knowledge, no study to date has applied ML models to predict smoking initiation and identify relevant predictors of this behavior in the adult PATH data. Here we employed an RF classifier paired with
Recursive Feature Elimination (RFE), popular ML methods, to predict smoking initiation among adult never smokers at baseline between two consecutive PATH waves and identify critical baseline factors associated with smoking initiation. Our analysis incorporates all PATH variables relevant to the smoking onset. This study is intended to enrich the literature on applications of ML methods in tobacco control, advance our understanding of smoking initiation, and aid tobacco regulators in designing targeted tobacco interventions.

Methods

Data preparation


Using the PATH survey, we aimed to predict smoking initiation between two consecutive waves among adult never smokers at baseline and identify relevant predictors of this behavior. Here, individuals who never tried smoking even one or two puffs of a cigarette are referred to as never smokers. In PATH, a nationally representative sample of adults was surveyed in wave 1, completing follow-up interviews at each follow-up wave. In wave 4, a new replenishment sample was added to the study to address attrition over time and reset the sample size, making it again nationally representative.

In this study, we analyzed the earliest (waves 1 and 2) and more recent (waves 4 and 5) pairs of waves. Considering these two pairs of waves we identified all key risk factors of smoking initiation in PATH and investigated whether the key factors for smoking initiation changed over time. We used the wave 1 (wave 4) variables to predict the past 30-day (P30D) smoking status in wave 2 (wave 5). The P30D smoking status of an individual is defined as ‘Yes’ if he/she smoked a cigarette in the past 30 days and ‘No’ otherwise.

For waves 1 and 2, we first extracted a subpopulation of never smokers in wave 1 and combined it with the outcome variable that indicates the P30D smoking status in wave 2 using individuals’ identity numbers. We then removed non-relevant variables such as personal identity numbers, random questions, sample weights, and imputed variables. Furthermore, variables with more than 5% missing values of the total sample size were dropped to maintain the highest possible number of predictors. We also excluded individuals with missing smoking status in wave 2. Finally, to use these datasets for model development later, all the remaining missing values were imputed using a supervised imputation method [19]. The final analytic dataset included data from 5776 adults with 209 predictors, see Table 1.

<table>
<thead>
<tr>
<th>Baseline smoking status</th>
<th>Outcome smoking status</th>
<th>Value of outcome smoking status</th>
<th>Number of predictors</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never smokers in wave 1</td>
<td>P30D smoking status in wave 2</td>
<td>Yes 197, No 5579 (3.4%, 96.6%)</td>
<td>209</td>
<td>5776 (100%)</td>
</tr>
<tr>
<td>Never smokers in wave 4</td>
<td>P30D smoking status in wave 5</td>
<td>Yes 208, No 7687 (2.6%, 97.4%)</td>
<td>293</td>
<td>7895 (100%)</td>
</tr>
</tbody>
</table>

Table 1: A description of the clean and complete datasets extracted from the PATH data after data processing.
However, as shown in Table 1, most wave 1 never smokers (more than 95%) remained as never smokers in wave 2. Therefore, the distribution of the outcome P30D smoking status in wave 2 is highly imbalanced, which often has a negative impact on predicting the minority class (i.e., P30D smokers). To overcome this issue and improve the classification power of the model, we divided each dataset into training and test data (60%-40%) and created balanced training data by randomly oversampling minority examples [20], while the test data remained untouched. The balanced training data was used to train and validate the chosen model classifier.

Analogously, we repeated this whole process and obtained the final clean dataset for waves 4 and 5 (7895 adults with 293 predictors) shown in Table 1. A difference of 84 predictors between these two pairs of waves (209 predictors for waves 1 and 2 versus 293 predictors for waves 4 and 5) is due to the changes in the PATH survey questionnaires between Wave 1 and Wave 4.

**Statistical analysis**

After data preprocessing, we obtained two datasets corresponding to two pairs of waves in Table 1. Our datasets with more than 200 variables are likely to contain many redundant or irrelevant predictors. Searching for an optimal subset of predictors is usually needed to produce more effective data mining algorithms, improve the predictive accuracy of the considered model, and increase the comprehensibility of the underlying process that generated the data [21]. As such, for each pair of waves, we used an RF classifier combined with RFE (RF-RFE) to obtain a subset of predictors on which the RF classifier performs best [22]. RF is an ensemble method that consists of many decision trees trained in parallel on different subsets bootstrapped from the original data. The final RF decision is generated by aggregating the decisions of all individual decision trees. For RF-RFE, the RF classifier was, first, trained on the entire training set, providing a rank order of all the predictors based on the mean decrease of accuracy. The mean decrease in accuracy was computed by randomly permuting the values of each predictor. Variables whose permutation causes a significant loss in accuracy correspond with high importance scores. Variable(s) with the lowest important ranking was (were) then removed from the dataset. The model was re-trained on the reduced predictors, and its performance was recorded. This process was repeated until all the predictors were explored [22]. We trained RF-RFE on the balanced training data with 5-fold cross-validation repeated 3 times to score different subsets of predictors, select the best subset of predictors, and avoid selection bias [23]. The best predictor subset may contain all predictors if they are all informative. The test set was used to evaluate how well the model performance would generalize to new data drawn from the same distribution but not included in the training data. For more details on how RF-RFE works, we refer the reader to Kuhn’s work [23]. Here, we chose RF as a core method for RFE due to its appealing features including high prediction accuracy, ability to deal with high dimensional data, and internal measure of variable importance [24, 25].

**Performance measures of the RF classifier**

A receiver operating characteristic (ROC) curve is a graphical representation of a classifier's performance as a tradeoff between Specificity and Sensitivity. It is typically obtained by plotting the true positive rate (Sensitivity) against the true negative rate (Specificity) for a single classifier at various probability cutoff values. For each outcome wave,

\[
\text{Sensitivity} = \frac{\text{true positives}}{\text{true positives} + \text{false negatives}} = \frac{\text{true P30D smokers}}{\text{true P30D smokers} + \text{false never smokers}}
\]
Specificity = \frac{\text{true negatives}}{\text{true negatives} + \text{false positives}} = \frac{\text{true never smokers}}{\text{true never smokers} + \text{false P30D smokers}},

where true P30D smokers (false never smokers) are the actual P30D smokers in the outcome wave who are correctly (incorrectly) predicted by the model, and true never smokers (false P30D smokers) are the actual never smokers in the outcome wave who are correctly (incorrectly) predicted by the model.

Sensitivity and Specificity show the ability of a classifier to correctly identify P30D smokers in wave 2 (wave 5) among wave 1 (wave 4) never smokers. The area under the ROC curve (AUC) is usually a preferred measure of the model performance in binary classification problems. AUC is a more discriminating measure of performance than accuracy in classification [26]. The closer AUC gets to 100%, the better the classifier performance. A perfect classifier corresponds to an AUC of 100%, while a classifier without any predictive power corresponds to an AUC of 50%. Finally, to provide a reliable estimate of AUC, we also computed the 95% confidence interval (CI) of AUC with 2000 stratified bootstrap replicates.

The study was exempted from the review of the Institutional Review Board at the authors’ institution because of the public availability of the data.

**Results**

**Most relevant predictors of smoking initiation**

RF- RFE selected a list of only about 60 relevant variables of the 200+ possible variables (64 and 60 in waves 1 and 4, respectively) for predicting smoking initiation among adult never smokers at baseline as shown in detail in the Appendix. With these recommended variables, the classification model’s performance metrics (Accuracy and Kappa [27]) reach their best levels. The sets of selected variables from the baseline waves 1 and 4 contain many highly correlated predictors, see the Appendix. Thus, the rankings of predictors produced by the RF classifier may be biased due to variable correlations [28, 29]. Focusing on justifying only a few top RF-ranked variables as the most important predictors of the interesting outcomes like in previous studies [14, 15, 18] is unreliable. Therefore, we considered all variables relevant to the outcome variables. Based on the description of each variable, we grouped them into different categories as detailed in the Appendix. Variables describing the same characteristics would be put into the same category.

As a result, we obtained a set of individual characteristics associated with the onset of cigarette smoking, see Table 2. Table 2 indicates that, across the considered baseline waves, age, BMI, dental/oral care, education, employment status, experimentation with other tobacco products, exposure to radio/TV, financial status, mental/physical health status, race, social influence, taking anti-inflammatory or pain medication, tobacco risk perceptions/awareness are important factors associated with smoking initiation by the following wave. In addition to those variables, exposure to tobacco products/tobacco advertisements, gender/sexual orientation, household rules about tobacco use, family size, and internet access are related to smoking initiation between waves 1 and 2. However, exposure to anti-tobacco advertisements, marital status, and smoking intention were predictive factors identified only in the wave 4 to 5 analysis.

Lists of the top 20 relevant predictors with their rankings are presented in the Appendix.
Table 2: Individuals' characteristics related to the transition from never smokers to new smokers between two consecutive waves.

Performance of the RF classifier
Table 3 shows the predictive power of the trained RF classifiers on the test data using the selected variables (around 60 variables). Critical metrics for evaluating the classifier’s performance including AUCs, Specificity, and Sensitivity with their 95% CIs are computed. Column 3 indicates that the RF classifier performs very well on all considered datasets with AUCs of around 80%. Column 3 displays the optimal probability cutoffs which are the closest points to the top-left parts of the plots with perfect Sensitivity and Specificity. These thresholds are computed using the closest-topleft method [30]. Individuals with predicted probability greater than these thresholds are classified as never smokers and P30D smokers otherwise. Columns 4 and 5 are the values of Sensitivity and Specificity corresponding with the optimal thresholds in Column 3. Increasing Sensitivity, more P30D smokers identified correctly, leads to a decrease in Specificity (more never smokers would be incorrectly identified) and vice versa. Therefore, these thresholds are just suggestive and should be adjusted to achieve one’s desirable balance between Sensitivity and Specificity. The ROC curves of the RF classifiers are plotted in Figure 1.

<table>
<thead>
<tr>
<th>Wave 1</th>
<th>Wave 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
</tr>
<tr>
<td>BMI</td>
<td></td>
</tr>
<tr>
<td>Dental/Oral care</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
</tr>
<tr>
<td>Experimentation with other tobacco products</td>
<td></td>
</tr>
<tr>
<td>Exposure to radio/TV</td>
<td></td>
</tr>
<tr>
<td>Financial status</td>
<td></td>
</tr>
<tr>
<td>Mental health status</td>
<td></td>
</tr>
<tr>
<td>Physical health status</td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>Social influence</td>
<td></td>
</tr>
<tr>
<td>Taking anti-inflammatory or pain medication</td>
<td></td>
</tr>
<tr>
<td>Tobacco risk perceptions/awareness</td>
<td></td>
</tr>
<tr>
<td>Exposure to tobacco products/ tobacco advertisements</td>
<td>Exposure to anti-tobacco advertisements</td>
</tr>
<tr>
<td>Gender/Sexual orientation</td>
<td>Smoking intention</td>
</tr>
<tr>
<td>Household rules about tobacco use</td>
<td>Marital status</td>
</tr>
<tr>
<td>Household size</td>
<td></td>
</tr>
<tr>
<td>Internet use</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Waves 1 and 2</th>
<th>AUC (95% CI)</th>
<th>Optimal threshold</th>
<th>Specificity (95% CI)</th>
<th>Sensitivity (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>80.1%</td>
<td>0.949</td>
<td>78.2%</td>
<td>70.9%</td>
</tr>
<tr>
<td></td>
<td>(75.4%-84.9%)</td>
<td></td>
<td>(69.2%-87.2%)</td>
<td>(69.0%-72.7%)</td>
</tr>
<tr>
<td>Waves 4 and 5</td>
<td>79.6%</td>
<td>0.959</td>
<td>75.9%</td>
<td>69.5%</td>
</tr>
<tr>
<td></td>
<td>(75.0%-84.2%)</td>
<td></td>
<td>(66.3%-84.3%)</td>
<td>(67.9%-71.1%)</td>
</tr>
</tbody>
</table>

Table 3: The key performance metrics of the RF classifiers.
Figure 1: The ROC curves of all the RF classifiers. The diagonal line in each plot represents random guessing. Each plot shows the AUC curve (95% CI) together with the optimal threshold (Specificity, Sensitivity).

Discussion
This is the first study to leverage all possible original public adult PATH variables to predict the transition from never to P30D cigarette smokers between two consecutive waves using RF-RFE. Despite the severely skewed class distribution shown in Table 1, the model performs well in classifying smoking status among never smokers with AUC = 80% approximately (see Table 3 and Figure 1). We uncovered about 60 variables associated with the smoking onset between two considered PATH waves among adult never smokers at baseline. The findings in Table 2 show that most of the discovered risk factors are robust across waves and their association with smoking initiation is well-reported in the literature.

For the joint predictive variables between waves 1 and 4, most of them (i.e., age [31-34], education [33, 34], employment status [35], experimentation with other tobacco products [34, 36-40], exposure to radio/TV [41], financial status [34, 42], mental/physical health status [43], race [33, 34, 44], social influence [45-47], and tobacco risk perceptions/awareness [33, 47]) are familiar risk factors of smoking initiation. Meanwhile, other variables including BMI, dental/oral health status, and taking anti-inflammatory or pain medication, have not been consistently identified as initiation predictors in the literature. Across the considered waves, our model consistently indicates BMI as one of the main predictors of the onset of cigarette smoking in the following waves. Several studies have found a strong connection between BMI and smoking initiation while analyzing different datasets [47-50]. When RF-RFE was applied to these datasets stratified by gender, BMI remained among the relevant predictors regardless of gender. This association could be related to weight concerns since many believe that smoking helps control their weight or via other sociodemographic factors such as lower socioeconomic status, income, and educational attainment, which are highly correlated to BMI [47-50]. Oral/dental care robustly appears among the predictors of smoking initiation in both baseline waves. The association between oral/dental care and smoking onset has not been widely reported in the literature, except in earlier studies that analyzed data from a randomized clinical trial in California to predict tobacco
initiation over a two-year follow-up interval among adolescent never tobacco users [50, 51]. People who take good care of their oral health may be less likely to start smoking since they are probably aware of the harmful impacts of smoking on their teeth and gum health. Furthermore, our findings indicate that taking anti-inflammatory or pain medication is also associated with smoking initiation. Individuals taking these medications are likely to be in bad physical/mental health status and therefore find smoking a way of stress/pain relief [52]. There could be other possible explanations for these connections. More work is required to investigate and understand the impacts of these factors on smoking initiation.

Besides the shared predictors of smoking initiation across the considered waves, each baseline wave has its own set of relevant predictors, in part due to the changes in the PATH questionnaire. Again, most wave-specific variables are well reported in previous studies except internet use in wave 1. This variable is likely to indicate exposure to smoking-stimulating factors, including onscreen tobacco use, tobacco advertisements, and digitally social influence. A recent study [14] reported a similar observation while using a penalized logistic regression model on the PATH data to predict the use of ENDS among never users of any tobacco products. These authors found an association between digital media use with future ENDS use when using different waves in U.S. adolescents.

Like other similar studies [14, 18], our work has limitations. First, since the PATH survey is self-reported, the responses are potentially subject to recall bias. Second, our analysis was conducted based on the unweighted PATH data, therefore our results may not generalize to the whole population. However, since the PATH survey is nationally representative, i.e., the survey sample captures the characteristics of most US individuals, these conclusions are likely to hold in general. However, external validation of the resulting models is needed. Third, factors not included in the PATH study were not considered. Fourth, the list of all relevant factors of smoking onset was recommended by RF-RFE. Other ML methods may provide a slightly different set of these factors. Finally, it should be noted that our results cannot establish the causal direction of the association of the model-selected predictors with smoking initiation due to the nature of the RF algorithm.

In summary, this work demonstrates the potential applications of machine learning methods in developing highly accurate classification models to predict smoking initiation using national representative survey data and systematically identify all potential risk factors of smoking behaviors in the PATH data. Besides reconfirming well-known risk factors in the literature, our findings discovered additional predictors of smoking initiation that have not been paid much attention to in previous studies. More studies that focus on the newly discovered factors are needed to confirm their predictive power against changes in smoking behaviors as well as determine the underlying mechanisms.
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