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Abstract

For a disease such as COVID-19, it is important to identify individuals in a population at heightened risk of infection, as well as broader patterns of infection spread. This is both to estimate burden on healthcare systems (given substantial variation in disease severity from person to person), and to better control the spread of infection. In Scotland, the circulation of SARS-CoV-2 continues to place sustained pressure on healthcare systems, even after a comprehensive vaccination programme and earlier strict non-pharmaceutical interventions.

To better understand individuals at heightened risk, we analyse the spatio-temporal distribution of over 450,000 cases of COVID-19 registered in Scotland in the waves of the B.1.1.529 *Omicron* lineage from November 2021, and an earlier wave of the B.1.617.2 *Delta* lineage from May 2021. These cases are taken from a uniquely fine scale national data set specifying individual tests. We use random forest regression on local case numbers, informing the model with measures relating to local geography, demographics, deprivation, COVID-19 testing and vaccination coverage. We can then identify broader risk factors indicative of higher case numbers. Despite the Delta and Omicron waves occurring around six months apart, with different control measures and immunity from vaccination and prior infection, the overall risk factors remained broadly similar for both.

We find that finer details and clusters in the case distribution are only adequately explained when incorporating a combination of all these factors, implying that variation in COVID-19 cases results from a complex interplay of individual-level behaviour, existing immunity, and willingness to test for COVID-19 at all. On comparing testing patterns to subsequent COVID-19 hospitalisations, we conjecture that the distribution of cases may not be representative of the wider pattern of infection, particularly with respect to local deprivation.

1 Introduction

The B.1.1.529 *Omicron* lineage of SARS-CoV-2 was first reported to the World Health Organization by South Africa on 24th November 2021, and immediately designated as a variant of concern (VOC). Early, rapid spread of this variant in South Africa’s Gauteng province was linked to evidence of an elevated risk of reinfection, displaying many mutations with evidence of an enhanced capability to evade prior immune protection [1, 2]. The Omicron variant became the dominant variant globally in a matter of weeks after its first reporting [3].

While there is now strong evidence that Omicron infection typically leads to less severe illness compared to earlier SARS-CoV-2 variants [4, 5, 6], the rate of its initial spread resulted in the imposition of many measures for its control, and the volume of infection led to pressure on healthcare
systems comparable to waves of earlier VOCs. Its potential for both rapid spread and immune evasion remains matters of considerable international concern, providing impetus to understand characteristics of its spatio-temporal spread.

The first COVID-19 cases with an S-gene result consistent with Omicron (BA.1 sub-lineage) were detected in Scotland on or around 15th November 2021, preceding a rapid rise in cases from about 2,500 per day, to a peaking of over 15,000 cases per day by the beginning of January 2022. Limited non-pharmaceutical interventions were imposed in order to curb the spread, however these mostly took the form of guidance [7, 8], rather than stricter legal restrictions and widespread closures of business seen in earlier stages of the epidemic. The spread was rapid in terms of case volume and the breadth of affected regions and demographics, reaching remote rural and island settlements as well as dense urban areas.

In this work, we study the growth rate and spatial patterns of the first 227,286 cases in Scotland identified as Omicron-type, in the 52-day period between 15th November 2021 and 6th January 2022, after which changes in legal requirements for testing make it difficult to consistently compare the available data with earlier spread. We compare to the first cases identified as Delta-type (B.1.617.2), spanning an earlier 129-day period between 1st May and 7th September 2021.

Throughout the epidemic, cases have not been evenly distributed amongst the population [9, 10, 11]. The main contribution of this work is to explain variation at the resolution of neighbourhoods. We fit a machine learning model to cases across all of Scotland informed by several variables, including population structure, vaccination coverage, testing behaviour and local-level demographics. With this, we then identify factors that are broadly indicative of a subpopulation having more or fewer cases. Finally, fitting the same model to the set of Delta cases we show that, while the time-dependent case reproduction number for Omicron far exceeded that of Delta, the risk factors for cases remained broadly consistent.

2 Methodology

2.1 Data

COVID-19 testing data are obtained from Public Health Scotland’s electronic Data Research and Innovation Service (eDRIS) system. The data include individual tests by type (polymerase chain reaction (PCR)) or rapid lateral flow device (LFD)), test result (positive, negative, void, inconclusive), test specimen date, S-gene test result, if known (PCR only), and a pseudonymised ID specifying age range, sex, and residing data zone (DZ, a geographic region typically comprising 500–1,000 individuals, with 6,796 DZs in total). These IDs link repeat tests by the same individuals over time. These data — in particular the DZ, specifying location to within an area as small as 0.1km\(^2\) in densely populated areas — allow us to study the spread of COVID-19 on a fine spatio-temporal scale. To the best of the authors’ knowledge, this is the first study probing the nationwide distribution of cases at such scales. Data on more severe outcomes relating to COVID-19 (hospitalisation, ICU admission and mortality) are provided at the same resolution.

The period 15th November 2021 – 6th January 2022 covers the first outbreak and peak of the Omicron VOC. Beforehand, the Delta VOC (S-gene positive) was dominant. From 15th November 2021, S-gene dropout cases consistently rise, and all subsequent S-gene dropout cases are assumed Omicron. Remaining S-gene positive cases are presumed to be Delta, consistent with broader nationwide sequence data [3]. Finally, the Omicron sub-variant BA.2/B.1.1.529.2 later replaced BA.1/B.1.1.529.1, becoming dominant in Scotland from around 25th February 2022. This variant, like Delta, has an S-gene positive test signature. However by the end of the period studied the BA.2 variant was only being identified in less than 1% of fully sequenced cases in the UK [12], and here we assume all remaining S-gene positive cases to be Delta.

Prior to January 6th 2022 in Scotland, positive LFD tests (typically taken at home) required PCR confirmation. Approximately 90% of cases in this period have a definitive S-gene result. A policy change then dropped this PCR requirement [13], after which cases with S-gene results fell to about 50% by February 2022 (per eDRIS data).
2.2 Random forest methods and choice of predictors

We fit the time-aggregated distribution of cases using random forest regression in \( R \), using the \texttt{randomForest} package \[14\]. With this, we can fit the distribution without specifying any explicit relation between cases and other variables. These methods are suitable here due to their ability to capture interactions between different (but often highly correlated) variables which may be highly non-linear in nature, as well as random forests’ known robustness to overfitting (with random sampling with replacement of the data used to fit each tree), given appropriate hyperparameter choice \[15\].

We term the group of individuals with a given age range, sex, DZ and when (if at all) they last tested positive as a \textit{cohort}, usually comprising 0–50 individuals. For each of these cohorts, we aggregate the total number of cases of interest from the eDRIS data. For the Omicron outbreak, we seek S-gene dropout cases between 15\textsuperscript{th} November 2021 and 6\textsuperscript{th} January 2022, and for the earlier Delta outbreak, S-gene positive cases between 1\textsuperscript{st} May and 7\textsuperscript{th} September 2021 (truncating here so as to have an similar number of cases in each set). We then fit the case distribution using a set of explanatory variables relating to prior COVID-19 testing, vaccination, age, sex, and indices associated with deprivation. A detailed description of all variables used is given in Section B.2.

To assess the explanatory variables, we extract two metrics for importance from the \texttt{RandomForest} function output: the node purity, and the loss of model accuracy on random permutation of a predictor’s values in the data set. We also calculate the \textit{accumulated local effects} (ALEs) of each predictor. ALEs describe how the RF model fit value changes, in response to changing one predictor variable in isolation, averaged over many different entries in the data set \[16\]. In this context, they provide an indicator as to whether a variable value is associated with fewer or more cases.

Hyperparameters are detailed in Section B.3.

3 Results

3.1 Time evolution and early patterns of spread

We identified 385,558 cases between November 15\textsuperscript{th} 2021 and January 6\textsuperscript{th} from the eDRIS data, of which 227,286 were S-gene dropout, and therefore likely Omicron. From 1\textsuperscript{st} May to 7\textsuperscript{th} September 2021 we identified 269,838 cases, of which 229,073 were likely Delta (S-gene positive).

We have chosen day “zero” for each of these periods as the first date from which there are consistent rises in cases with S-gene results associated with that variant. Per regression on \log_{10}(\text{cases}) (Figure A.1), Omicron-type cases had a case doubling time of 2.9 days over the first 28 days, compared to 6.2 days for Delta. Omicron also outpaced Delta by spatial spread, in terms of new DZs having reported at least one case over time (also Figure A.1). At the scale of Scotland’s 32 local authorities (LAs), the time-dependent reproductive number \( R_t \) (methodology detailed in Section B.1) consistently rises for Omicron, peaking at above 2 for nearly all LAs 28 days in to the outbreak, and only consistently falling below 1 after 50 days. Reproduction numbers for Delta are less consistent between LAs; while the number generally remains above 1 for most LAs in the period, there is no coherent peak at the start of the wave.

On the introduction of Omicron, the Delta variant was still circulating in high volume, though the subsequent spread of Omicron coincided with Delta declining. In the period in which both variants were circulating, the age distributions by variant differed. Taking the mid-points of the five-year age brackets, we see that the mean ages of the Delta-type cases is 3.9 years lower than the Omicron-type cases (31.8 years compared to 35.7 years) (Student’s \( t = -52.2, p < 0.001 \)). This was the case from relatively early on when Omicron-type accounted for at least 5% of cases (Figure A.2A). However, the median ages are equal (both 32.5 years), because in the Omicron-type cases there is a trough in those aged 0–14, with fewer than 50% of cases in this age group Omicron-type, but then a peak in the 20–29 age group (Figure A.2B).
3.2 Detailed case distribution analysis

Case data are presented at DZ level in Figure 2, with focus on the dense Greater Glasgow area in Figure 3. The central belt (containing the two largest cities, Glasgow and Edinburgh) has a clustering of DZs with high case rates, relative to the less dense, more rural regions outside the belt.

Fitting this data using our model, Figure 7 shows model performance at a DZ level, comparing observed cases to fit cases. Points deviating from the diagonal show DZs where the model was less accurate. Our full model explains 70% (fit: 71%, test: 62%) of the DZ-level variation in the data case distribution. As a comparison, we simultaneously fit three “univariate” models, under equivalent setups to the full model, but informed with fewer data. An equivalent model informed by population and population density alone explained 59% (fit: 60%, test: 55%) of variation. A model informed by only population/deprivation rank explained 53% (fit: 53%, test: 51%), and one informed by only population/age explained 48% (fit: 48%, test: 51%). Figure 7 shows further deviation of the data-fit slopes away from the diagonal for these models.

To probe spatial variation in cases not explained by the model, we measure the Moran’s I autocorrelation statistic [17] on the residuals. We compare nearby DZ-aggregated residuals over physical distances (from 1km to 100km), using the population-weighted centroids as the point position of each DZ, as well as network distance (from 1 to 20 nearest neighbours away, defining nearest neighbours as DZs that share a boundary). Figure 6 shows for the full model, mean autocorrelation of residuals within 1km of each other (representative of correlation between close neighbours) is 0.35, falling to 0.15 at 5km (representative of correlation across distinct neighbourhoods within towns/cities), and 0.05 at 50km (the scale of a local authority). For the single variable models, age and deprivation-only models exhibit much higher residual clustering, with the density-only model performing better, but persisting over larger distances. These are all consistent with the ability of those variables to explain spatial variation; while there is little clustering in age and deprivation beyond short neighbourhood-level distances, there is much stronger clustering in density (e.g. city centres).

Figure 4 shows the case distributions over age, sex, prior cases, deprivation and health board. Omicron cases were concentrated in younger adults, with a peak of 90 cases/1,000 in age range 20–24. There was no marked difference in total cases between men and women. Case rates were much lower amongst those that had tested positive for COVID-19 previously.
Figure 2: Omicron-type COVID-19 cases in Scotland between 15th November 2021 and 6th January 2022 (right), compared to Delta-type cases between 1st May and 7th September 2021 (left). Each point indicates the population centroid of a DZ, with the colour representing the number of cases reported. The dense clustering of DZs in the south is the central belt.

There is also variation in case rates over Scotland’s 14 health boards, most notably in Orkney, Shetland and the Western Isles (all island communities without a road link to the mainland), as well as a decrease with increasing rurality (in line with Figure 2). Aggregating DZs with respect to deprivation rank gives a bimodal distribution, with higher rates in both the most deprived, and least deprived communities.

The distributions in Figure 4 are reasonably captured by the model fit. It is important that the trends with deprivation, rurality and location have been captured, as the model was not explicitly informed by these, rather by adjacent measures (e.g. for rurality, population density).

The accumulated local effects (ALEs) help us to identify risk factors (variable values that the model views as associated with more cases), and which emerge as protective (with fewer). For the range of explanatory variables in Figure 5, the ALE is the average cohort-level “contribution” to the final fit value, over the full data set, given that predictor value. If the value is greater than zero, the fit cases on average increases given that predictor value.

Population has a trivial ALE, with the effect on the fit cases increasing near-linearly with cohort population. The ALEs for the other high-resolution predictors (age, sex, prior case status) straightforwardly reflect the distributions in Figure 4.

Low local S-gene coverage (see Section B.2 for precise description) is protective. At the time S-gene coverage was broadly consistent for cases in mainland Scotland (90% overall per eDRIS data), but significantly lower in the LAs of Orkney Islands, Shetland Islands and Na h-Eileanan
Siar (74%, 20% and 23% respectively). Increasing local outbreak duration (the time difference between January 6\textsuperscript{th} and the first day an Omicron-type case was detected locally) is also indicative of higher cases.

Higher mean household size emerges as a risk factor, as is consistent with evidence of high secondary attack rates for SARS-CoV-2 \cite{18, 19}, and increased risk of inter-household transmission relative to other close contacts outside of the home \cite{20}.

The fit shows that third/booster vaccination uptake has a generally protective ALE for increasing uptake, but zero uptake also protective. This should be interpreted with caution, as some younger age groups had zero uptake as they were not yet eligible for a booster, but generally reported fewer cases than the average. See Section 4 for further discussion.

There is an association between cases, and the number of negative LFD test results reported per person. This is an important relation which is discussed further in Section 4 in the context of case ascertainment; the proportion of infections that eventually manifest as a reported positive test.

Individual indicators associated with deprivation appear less influential. However, deprivation-level variation in case rates in Figure 4, while subtle, is well captured, and the deprivation-associated variables did emerge as important in improving overall model accuracy (Figure C.4). There is strong correlation between different measures of deprivation (as a community suffering with one form of deprivation is more likely to be suffering with others), but also these measures correlate strongly with other variables in the data, such as age (with more deprived DZs skewing younger), negative LFD reporting (with more deprived DZs generally reporting fewer tests), and vaccine uptake (with more deprived DZs generally having lower uptake). It is then plausible the fit does not take a single deprivation measure in isolation as influential, but rather a combination of several correlated predictors.

Comparing this to Delta-type cases from 1\textsuperscript{st} May to 7\textsuperscript{th} September 2021, the spatial distribution (Figures 2, 3) shows high case rates again within DZs in the central belt, with evidence of a small number of localised outbreaks in more remote communities. Figure 4 shows cases skewed slightly younger, with the highest rates within ages 15–19. With respect to deprivation, as with Omicron, the distribution is bimodal, with higher rates in both the most and least deprived DZs.

The Delta model was fit using the same parameters as Omicron (Section 3.2), with the single exception that third/booster dose uptake was replaced with second dose uptake (third/booster doses were only administered later). Model performance was similar, explaining 72% (fit: 73%,
test: 61%) of DZ-level variation. Figure 5 shows the risk factors for Omicron cases (such as high rates of negative LFD test reporting, or high mean household sizes) broadly emerged as risk factors for Delta as well. With the exception of zero uptake (which is likely associated with the very young), higher second dose uptake emerged protective. A notable difference from Omicron is that cohorts with high black and minority ethnic populations were associated with higher case rates, more sharply than seen for Omicron.

### 3.3 Comparison of distribution of cases to distribution of hospital admissions in the same period

Included alongside the case distribution in Figure 4 is the distribution of COVID-19 related hospital admissions, spanning the same periods, lagged by one week. As our case distributions only take a subset of cases in the period (excluding those with either a likely different, or unknown variant), these should not be used to infer a raw case-to-hospitalisation rate, rather are presented to show only the distribution of admissions.

For both periods, admissions were highly skewed towards older age groups. This is consistent with age-dependent rates of severe COVID-19 outcomes observed across previous stages of the epidemic [21, 22]. By associating hospital admissions and particular COVID-19 cases with a matching DZ, age range and sex, up to 21 days prior to the admission, we find nearly all hospital admissions did not have an associated second case, in the past.

In both periods there was a strong deprivation skew. For Omicron, the bottom 50% of DZs by deprivation reported 63% of admissions, and for Delta, the proportion was 64%. Given this pattern is not seen in cases (rather, for the subset of cases presented the distribution is bimodal), the skew likely manifests from variation in both infection-to-hospitalisation rates, and case ascertainment, with respect to deprivation. Understanding the relative contributions of these two factors is central to understanding the overall pattern of infection, and we reserve further discussion for Section 4.

### 4 Discussion

The detection of the Omicron variant in Scotland in November 2021 preceded an explosive wave of cases, consistent with its enhanced ability to evade prior immunity, and the lack of NPIs imposed compared to prior waves. In this work we have probed the spatio-temporal patterns of this wave and an earlier wave of the Delta variant, at the level of neighbourhoods.

Our spatial distribution model shows that variation in case counts is associated with broad factors such as age structure, but also with factors relating to testing, vaccination, geography and demography, all of which vary on much finer spatial scales. We have shown that the full spatial distribution of COVID-19 cases is only reasonably explained after considering a combination of all of these variables.

At the individual level, the fundamental drivers of COVID-19 transmission are close proximity interactions, and individual-level variation in virus susceptibility and transmissibility. Given individual interactions, immunity from either vaccination or prior infection then affects the probability of being infected, if exposed. Finally, the propensity of individuals to test, and report the results of those tests, affects whether an infection actually manifests as a registered case. Evidence from random community testing suggests that only a minority of infections do so [23, 24]. Our distribution model uses explicit data on COVID-19 vaccination and tests, as well as data on age, sex, geography and deprivation to serve as proxies for these various drivers.

While it is beyond the scope of this work to fully disentangle the relative impacts of all these factors, our spatio-temporal analyses provide some important insights.

Living in a deprived community has been hypothesised as a risk factor for COVID-19 infection (e.g., [25, 26, 27]), however in our data this does not manifest in case numbers. A clear skew is only seen in admissions, where approximately two thirds are reported from the bottom half of neighbourhoods when ranked by deprivation. From the data used to inform the model, we suggest this skew arises from a combination of an inherently higher risk of hospitalisation...
Figure 4: Cases (left) and hospitalisation admissions (right) by age, prior cases, deprivation, rurality and location. Note that hospital admissions count all COVID-19 admissions in that period, and may be related to cases excluded from these analyses due to the lack of an S-gene result, or may not have an associated case at all.
Figure 5: Accumulated local effects across all explanatory variables. For each variable, the x-axis represents the range of values of that variable in the data, and the y-axis is the univariate ALE for that variable value.
Figure 6: Residual clustering as measured by the Moran's I statistic, at different physical (left) and network-based distances (right). Higher values represent higher autocorrelation between residuals within a given locus.

given infection with higher deprivation, but also a potential deprivation-level variation in case ascertainment. From Spring 2021 to Spring 2022, LFD tests were abundantly available in Scotland, free-of-charge. Individuals were encouraged to test and report results regularly regardless of symptoms or outcome. Thus, with PCR testing mainly reserved for symptomatic testing, the reporting of LFD negatives may relate to propensity for testing overall, and higher reporting of asymptomatic or mild infections that would not result in hospital admission. Per the eDRIS data (e.g. [28]), rates of LFD reporting have consistently been lower in more deprived areas, and LFD positivity higher. This is consistent with an earlier mass LFD testing pilot in Liverpool, England, where participation fell from 58.0% in the least deprived quintile of neighbourhoods, to 38.4% in the most [29]. This suggests the skew in case-hospitalisation rates may not entirely be from variation in the infection-hospitalisation rate.

The ALE (Figure 5) for negative LFD test reporting exhibits a plateau as the number of tests per person increases. Aggregating PCR positive test results (any S-gene result) by LFD tests reported in each period, individuals that had reported no LFD test results had the lowest reporting rate of PCR positives (6.2%, 4.1% for Omicron and Delta respectively). Those that reported 1–2 LFD results had the highest PCR positive rate (15.1%, 10.5%), but individuals reporting more than 3 LFD results had a lower rate of reporting again (8.1%, 5.4%). This peaking at 1–2 LFD tests implies a complex interaction between risk of infection and test-seeking behaviour, at the individual level, and that LFD reporting rates may not have a direct linear relationship with case ascertainment.

The widespread deployment of effective vaccines against COVID-19 fundamentally changed the nature of the epidemic in Scotland, with the individual risk of infection reduced, as well as disease severity. Our models generally associate higher uptake as indicative of fewer cases at local level, but the inverse when a cohort has exactly zero uptake. We suspect this is an artefact arising from differences in eligibility; in both periods studied, eligibility was not even across the population (Section B.4). Cohorts with zero uptake will then likely be not (yet) eligible for vaccination, specifically those with age ranges 0–14; ages that reported fewer cases generally, but also may also be protected for other reasons associated with young age. In the data vaccinations and cases are not individually linked, meaning we do not have the exact vaccination status of those reporting cases. Had they been linked, we may have been able to capture a more direct association with vaccination status.

While the Omicron wave was much more rapid than earlier waves, Figure 5 shows that the risk factors for testing positive were broadly similar to those for testing positive for Delta, after analysing a similar number of cases from the initial outbreak (albeit over a longer time period). This is despite material differences in time of year, imposed NPIs, and overall outbreak trajectories.
Figure 7: Performance of different models in terms of modelled cases ($y$-axis) in comparison with the observed cases ($x$-axis), for both Omicron and Delta. Each point represents a DZ. Also included are comparisons to models informed with only population, and one of either age, overall deprivation rank, or population density.

(as per the time-dependent reproduction numbers in Figure 1, with the Omicron outbreak being more rapid and more consistent across different local authorities, as compared to Delta).

The model is by design not informed with position data, nor by network characteristics (e.g., data on nearest neighbours). It is likely that the number of cases recorded by an area is influenced not just by the characteristics of that area, but also those of surrounding communities, and communities connected to it by other means (e.g., transport links). We attempted to account for some of this with the local outbreak duration parameter, describing when cases had begun circulating locally, but one could also consider informing a model with measures relating to neighbours of DZs, or census data detailing patterns of travel between different DZs. Residual correlation persists locally, but falls significantly over length scales of 10km, or network separations of 5–10 nearest neighbours. We also acknowledge our model fits cases aggregated over time. We do not therefore account for within-period changes in factors such as immunity and public health policy.

The COVID-19 data collated by eDRIS are remarkable in terms of volume and resolution, and has allowed us to study cases amongst a population of 5.5 million, at the level of 0–50 individuals. However, regardless of resolution, cases only partially represent the full underlying pattern of infection, and variation in testing behaviour suggests the distribution of infections may be characteristically different to that of reported cases. By incorporating trends on cases, testing behaviour, and data on severe outcomes more closely linked to infection (hospitalisation, ICU admission and mortality), it may be possible to build a much more comprehensive picture of how infections are distributed amongst the population.
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### A Timeseries evolution of Omicron and Delta waves

Supplementary plots of the time evolution of the Omicron and Delta waves are presented in Figures A.1, A.2.
Figure A.1: Timeseries of the initial outbreaks of the Delta and Omicron variants.

B Methodology

B.1 Estimation of reproduction numbers

The time-dependent reproduction number $R_i$ is the average number of forward infections caused by a person infected on day $t_i$. Define $n_j$ as the number of new infections on day $t_j$. These new infections came from individuals infected on days on, or prior to $t_j$. Define $A_{ij}$ as the number of new infections on day $t_j$ specifically as a result of those infected on day $t_i ≤ t_j$:

$$A_{ij} = \left( n_i - \delta_{ij} \right) P(t_j - t_i) \frac{\sum_{t' \leq j} \left( n_{t'} - \delta_{t'j} \right) P(t_j - t_i)}{n_j} .$$

$P(\Delta t)$ is the probability of an individual passing on the infection, $\Delta t$ days after being infected. The presence of the Kronecker delta excludes the possibility of infected individuals infecting themselves. The reproduction number $R_i$ is then the average total of infections generated over all days [30]:

$$R_i = \frac{1}{n_i} \sum_{t_j \geq t} A_{ij} = \frac{1}{n_i} \sum_{t_j \geq t} \frac{n_j (n_i - \delta_{ij}) P(t_j - t_i)}{\sum_{t' \leq j} \left( n_{t'} - \delta_{t'j} \right) P(t_j - t_i)} .$$

We take $P(\Delta t)$ to be

$$P(\Delta t) \sim e^{-\lambda \Delta t}$$

with $\lambda^{-1}$ the mean infectious period. Individuals are equally infectious throughout the entire infection. In our calculations we estimate $1/\lambda = 6.26$ days, using the posterior mean duration of infectiousness obtained from the SCovMod compartmental model (for more detail see Reference [10]).

As we estimate the infection reproduction number using the cases data, we implicitly assume that case ascertainment does not change over time, and does not account for the delay between infection, and registering a case.
Figure A.2: PCR positive cases over the period 15\textsuperscript{th} November 2021 to 6\textsuperscript{th} January 2022 that were S-gene dropout or true S-gene positive. (A) Daily mean case age for the two definite PCR S-gene outcomes (blue and red lines) against the proportion of the daily cases that were true S-gene dropout (presumed Omicron-type). (B) the proportion of the cases over the period by 5-year age bracket.
B.2 Explanatory variables used in random forest regression model

The models described in Section 2.2 are informed with the following data, first at cohort resolution:

- Age range (5 year window, up to 75+);
- Sex;
- Prior case status: the time of the last reported case, broken into three categories: never tested positive before, last tested positive in the 6 months prior to the first day of the outbreak, last tested positive over 6 months prior;
- Cohort population (derived using historical testing data for those testing positive before, and the 2020 Small Area Population Estimates collated by the National Records of Scotland [31] for the remainder that have not tested positive before).

At age/sex/DZ resolution, we then include:

- COVID-19 vaccination uptake (eDRIS) (see Section B.4 for details);
- Ethnicity (% population belonging to a minority ethnicity), as per the most recent Scottish census data (2011);
- The per-population, time-aggregated number of negative LFD tests reported.

Finally included are the following at DZ resolution or broader:

- Measures of DZ-level deprivation (obtained from Scottish census data, and the 2020 Scottish Index of Multiple Deprivation [32]);
- The time at which the first variant case was detected in that cohort’s corresponding intermediate zone (IZ). An IZ typically contains 4–6 DZs, and 3,000–5,000 individuals, with this granularity chosen to give a reasonable estimation of how long there had been local circulation;
- S-gene coverage (the proportion of cases with an accompanying S-gene result, required to associate a likely variant) at IZ level;
- IZ-level population density.

We do not use data on PCR negative tests. In the Omicron wave PCR positivity peaked at 30% (per eDRIS data), with testing capacity being reached (resulting in a policy change on 5th January 2022 removing the need for a confirmatory PCR after an LFD positive [13]). Thus with this “ceiling” capacity being reached, we exclude negative PCR tests as a poorer proxy for propensity to test as compared to LFD negatives, and being too closely related to overall cases (requiring an S-gene sequenced positive PCR test).

B.3 Model hyperparameters

From 6,976 DZs, 2 sexes, 16 age ranges, and 3 prior case states, there were a total of 669,696 cohorts. Cohorts from 90% of DZs were randomly sampled for the fit, with 10% reserved to test model performance against data it explicitly did not fit. The fit was made to $\sqrt{\text{cases} + 1}$. The RF comprised 500 trees, with data rows sampled for each tree weighted by cohort population. 5 variables were tested at each split, and each tree had a maximum of 30,000 terminal nodes, with a minimum node size of 300. This choice of hyperparameters maximises accuracy at a whole-DZ level across areas with both high and low case numbers, both on the data the model were informed by, and the “unseen” data.

The model is fit in R (version 4.1.0), using the randomForest package [14], and ALEs analysed using the ALEPlot package [16].
B.4 Vaccination uptake as an explanatory variable

Scotland’s COVID-19 vaccination programme began on December 8th 2020, with initial priority given to healthcare workers, the elderly and those otherwise especially vulnerable to COVID-19, then generally by decreasing age [33]. All first doses had been offered and administered to willing adults by 18th July 2021 [34], with rates of first dose administration declining thereafter. By 15th November 2021, then, the first dose date may have differed between two individuals by up to 11 months. This likely led to substantial variation in protection offered by the first dose at the time of the Omicron wave, given both evidence of efficacy waning over timescales of six months, and high rates of breakthrough for Omicron against vaccines originally designed against earlier “wild-type” SARS-CoV-2 lineages, particularly for non-mRNA vaccines [35, 36, 37]. This, combined with high uncertainty in the cohort-level population denominator used to determine uptake, leads us to exclude first and second dose uptake (being highly correlated with first dose uptake) as a predictor for Omicron cases. We do, however, include third/booster dose uptake, as the proportion receiving a first dose to have returned for a third/booster dose by 15th November 2021 (and zero if nobody in the cohort had yet received a first dose). This definition eliminates uncertainty in the underlying population. Prior to discovery of Omicron, those aged 50 and above or otherwise vulnerable to COVID-19 were due to be offered a third or booster dose, at least twelve weeks after their second [38]. The booster programme began on September 20th 2021, and a snapshot on 15th November 2021 shows substantial variation between different cohorts, particularly by age. With these doses being delivered more recently, as well as evidence of this dose proving more protective against Omicron [35, 39], we instead include this definition of third/booster dose uptake as a reasonable representation of vaccine-induced protection against Omicron at the time.

The initial Delta wave occurred while the bulk of first and second doses were still being administered, thus we include second dose uptake on 1st May 2021 as a predictor, as the proportion of individuals that had returned for a second dose, having received a first (and zero, if nobody in the cohort had yet received their first dose).

C Random forest variable importance

Figures C.3 and C.4 show feature importance measures extracted from the RandomForest function the model is fit using. Age, population and prior case status have much higher node purity than the other variables, indicating that splits in individual trees using values of these variables in particular are characteristically more “effective” at separating cohorts with fewer cases from those with more cases. These are consistent with explicit variation in Figure 4 with respect to age and prior case status (and population trivially). Figure C.4 then shows random permutation of each of the variables results in appreciable increase in fit error, confirming that this larger collection of variables are important to explain finer patterns in the data.
Figure C.3: Explanatory variable node purity.

Figure C.4: Explanatory variable mean squared error (MSE) increase on random permutation: for variable $i$, the increase in MSE on data not trained in each tree, if the entries of $i$ were instead randomly permuted.