Integrating large scale genetic and clinical information to predict cases of heart failure
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ABSTRACT

Background
Heart failure is a major cause of death globally and earlier initiation of treatment could mitigate disease progression. Multiple efforts have been made using genome-wide association studies (GWAS) or electronic health records (EHR) to identify individuals at high risk of heart failure (HF). However, integrating both sources using novel natural language processing (NLP) techniques and large scale global genetic predictors into heart failure prediction models has not been evaluated.

Objectives
The study aimed to improve the accuracy of HF prediction by integrating GWAS- and EHR-derived risk scores.

Methods
We previously performed the largest HF GWAS to date within the Global Biobank Meta-analysis Initiative, which includes 974,174 samples (51,274 cases; 5%) from 9 biobanks across the world, to create a polygenic risk score (PRS). Next, to extract information from the Michigan Medicine high-dimensional EHR (N=61,849 subjects), we treated diagnosis codes as ‘words’ and applied NLP on the data. NLP was used to learn code co-occurrence patterns and extract 350 latent phenotypes (low-dimensional features) representing 29,346 EHR codes. Next, we regressed HF on the latent phenotypes in an independent cohort and the coefficients were used as the weights to calculate a clinical risk score (ClinRS). Model performances were compared between baseline (age and sex) model and three models with risk scores added: 1) PRS, 2) ClinRS, and 3) PRS+ClinRS, using 10-fold cross validated Area Under the Receiver Operating Characteristic Curve (AUC).

Results
Our results show that PRS and ClinRS are each, separately, able to predict HF outcomes significantly better than the baseline model, up to eight years prior to HF diagnosis. Higher AUC (95% CI) were observed in the PRS model (0.76 [0.74-0.78]) and ClinRS model (0.77 [0.74-0.79]), compared to the baseline model (0.71 [0.68-0.73]). Moreover, by including both PRS and ClinRS in the model, we achieved superior performance in predicting HF up to ten years prior to HF diagnosis (AUC: 0.79 [0.77-0.82]), 2-3 years earlier than using either single risk predictor alone.

Conclusions
We demonstrate the additive power of integrating GWAS- and EHR-derived risk scores to predict HF cases prior to diagnosis. Clinical application of this approach may allow identification of patients with higher susceptibility to HF and enable preventive therapies to be initiated at an earlier stage.
INTRODUCTION

Heart failure affects an estimated 64 million patients worldwide with a growing burden anticipated as the population ages\textsuperscript{1,2}. Echocardiographic screenings in the general population have revealed that as many as half of individuals living with heart failure may be undiagnosed, preventing earlier access to mortality-reducing treatments\textsuperscript{3,4}. Applying risk prediction tools enables earlier identification of diseases, thereby shifting the trajectory of disease progression towards prevention. Additionally, a better understanding of which risk factors play the largest role in the development of heart failure could shed insight into the mechanisms of disease progression and guide therapeutic management, either generally or on a per-individual basis. We sought to evaluate the predictive accuracy of a modern risk assessment tool that incorporates diverse clinical and genetic data compared to genetic or clinical prediction models alone\textsuperscript{4-6}.

Clinical prediction tools for cardiovascular disease (CVD) such as Framingham and atherosclerotic cardiovascular disease (ASCVD) risk score (also the Pooled Cohort Equation [PCE]) have been widely applied and updated over time to include a variety of demographic, laboratory, hemodynamic, and medical details\textsuperscript{7-11}. Researchers have established risk scores to predict the risk of developing heart failure\textsuperscript{12}. However, due to the heterogeneous nature of heart failure, it is difficult to fully capture the risk using clinical data alone as these scores fail to leverage genetic data, which accounts for a portion of the unexplained risk\textsuperscript{13-15}. Novel risk scores incorporating diverse clinical data integration with well-powered genetic data are needed to more precisely account for heart failure risk.

Genome-wide polygenic risk scores (PRS) estimate an individual’s genetic risk using millions of genetic polymorphisms validated across hundreds of thousands of patients\textsuperscript{16,17}. Multiple studies have shown that using a PRS – a weighted sum of genetic effects on certain
diseases or traits across the human genome – can enhance disease prediction and further improve early prevention\textsuperscript{6,18}. Multiple efforts have been made to summarize genetic and clinical information to identify high risk patients, but integrating high-dimensional genome-wide association study (GWAS) and electronic health record (EHR) in heart failure prediction models has not been previously evaluated\textsuperscript{19–21}.

We explore approaches to enhance the prediction of future heart failure events leveraging both genetic and clinical data. Our study integrates recent insight on the genetic underpinning of heart failure with a novel EHR-based clinical scoring system, referred to as the clinical risk score (ClinRS), to predict future heart failure. The polygenic risk scoring was powered by the largest-to-date heart failure GWAS\textsuperscript{22} and the clinical risk assessment used Natural Language Processing (NLP) to capture co-occurrence patterns of medical events within the structured EHR data. From the proposed approaches above, we summarized 907,272 genetic variants into a PRS and 29,346 medical diagnosis codes into a ClinRS. We hypothesized that the additive power of integrating PRS and ClinRS would result in the most powerful heart failure prediction model.
METHODS

To generate the most powered genetic predictor, we meta-analyzed multiple biobank datasets within the Global Biobank Meta-analysis Initiative (GBMI) consortium to generate a heart failure GWAS\textsuperscript{22,23}. The GBMI consortium aims to enhance GWAS power and improve disease risk prediction via collaborative efforts through biobanks across the world and making all GWAS summary statistics open-access for researchers. The case count of the heart failure GWAS from GBMI is the largest-to-date and the PRS generated from GBMI meta-analysis GWAS is expected to have higher accuracy in predicting future heart failure events.

To extract clinical information from EHR, we developed novel machine learning methods that efficiently summarized large scale structured EHR data into a heart failure ClinRS. We treated medical diagnosis codes (i.e., International Classification of Diseases [ICD] code) as ‘words’ in human language and adapted NLP methods to capture the co-occurrence pattern between codes in the high-dimensional medical records. The co-occurred relationship among codes was later used to extract independent information and converted into low-dimensional numeric vectors resembling the context and semantics of medical events. The University of Michigan’s Institutional Review Board approved these protocols (HUM00128472 and HUM00143523).

**Michigan Medicine EHR system and biobank**

Three cohorts of Michigan Medicine (MM) patients were used in this study: 1) Primary Care Provider cohort (MM-PCP; N=61,849), 2) Heart Failure cohort (MM-HF; N=53,272), and 3) Michigan Genomics Initiative cohort (MM-MGI; N=60,215) (Supplementary Figure 1). Individuals in all three cohorts underwent at least one surgical procedure within the MM
healthcare system. The data were recorded between 2000 to 2022 in the Michigan Medicine EHR system, which includes both ICD-9 and ICD-10 diagnosis codes.

Inclusion criteria for MM-PCP cohort include i) patients with primary care providers within Michigan Medicine, ii) had received an anesthetic, iii) most recent visit was in 2018 or later, and iv) had 5 or more years of medical encounter history (difference between last and first encounter year greater or equal to five) within Michigan Medicine. Exclusion criteria for this cohort include i) patients recruited in Michigan Genomics Initiative and ii) patients predefined in the Heart Failure cohort to ensure no sample overlap with datasets used to validate the clinical predictor.

The MM-HF cohort was defined by a previously validated heart failure phenotyping algorithm\(^4\). The phenotyping algorithm incorporated ICD diagnosis codes, medication history, cardiac imaging, and clinical notes (free text) to assign the disease outcome for each individual. Clinical expert adjudication was performed on 279 individuals to serve as the gold-standard label for algorithm validation.

The Michigan Genomics Initiative (MGI) is an EHR-linked biobank hosted at the University of Michigan with genotype data linked to EHR information to facilitate biomedical research. With both genetic and clinical data for all individuals in MM-MGI, we are able to validate the prediction models using genetic and/or clinical information. The MM-MGI cohort used in this study is from data freeze 4 (release date: July 2021)\(^24\).

The study cohorts were subset to individuals who self-reported as European American in MM-HF and MM-MGI cohorts, to avoid having reduced performance of genetic predictors in non-white ancestries thereby biasing the model evaluation towards favoring clinical predictors.
The proportion of European American individuals in MM-HF and MM-MGI cohorts is 90% and 86%, respectively.

We refer to MM-PCP cohort as code embedding derivation set, MM-HF cohort excluding individuals in MM-MGI cohort as ClinRS weights derivation set, and the interaction of MM-MGI and MM-HF cohort as model validation set (Supplementary Figure 1). First, the code embedding derivation set was used to learn EHR code patterns and build medical code embeddings for downstream analysis. Patients with a rich medical history and active records within the system were included for code co-occurrence pattern learning in the code embedding derivation set. Next, the labels curated in the MM-HF cohort served as the outcome in the ClinRS weights derivation set to obtain the weights to calculate ClinRS for heart failure cases prediction. The ClinRS weights derivation set included 7,120 individuals from MM-HF which excluded individuals in MM-MGI. Last, the model validation set (independent from ClinRS weights derivation set) was used to validate the prediction ability of PRS and ClinRS. The model validation set consisted of 20,279 participants, representing the intersection of individuals from both MM-MGI and MM-HF cohorts. All patients in the model validation set had a phenotyping algorithm assigned label for heart failure outcome, were fully genotyped to calculate PRS, and with EHR data to generate ClinRS (Supplementary Figure 1).

**Polygenic Risk Score (PRS)**

The polygenic risk score was calculated using the heart failure GWAS from the Global Biobank Meta-analysis Initiative. GBMI is a global collaboration network of 23 biobanks, across 4 continents and with more than 2.2 million participants (as of April 2022)\textsuperscript{23}. The summary statistics from nine of the GBMI heart failure contributing cohorts (BioMe, BioVU, Estonian
Biobank, FinnGen, HUNT, Lifelines, Partners Biobank, UCLA Precision Health BioBank, and UK Biobank) were meta-analyzed resulting in 974,174 individuals of European ancestry in the combined GWAS. These nine biobanks contributed a total of 51,274 heart failure cases and 922,900 healthy controls, defined by phecode 428.2 (heart failure, not otherwise specified)\textsuperscript{25,26}. The GBMI heart failure study has the highest heart failure case number in a published GWAS study to date and more advanced genotyping imputation reference panels were used in the participating cohorts. The advancement in GBMI heart failure GWAS improved the statistical power to more precisely identify the genetic risk associated with the outcome\textsuperscript{27,28}. In this study, we used the GBMI European-ancestry meta-analysis GWAS to generate a heart failure PRS, which is the current best performing heart failure PRS for European American individuals.

The weights used to create PRS were calculated with PRS-CS\textsuperscript{29}, using European individuals from the 1000 Genome and UK Biobank combined cohort as the LD reference panel\textsuperscript{30,31}. The meta-analyzed heart failure GWAS summary statistics from GBMI used in this study excluded the MGI cohort, which is independent from the validation set used in the analysis to compare the effect contribution between genetic and clinical information for predicting heart failure. Possible population substructure was controlled by regressing the raw PRS on the top 10 principal components (PC) derived from the patient's genotype file. The resulting residuals were inverse normalized to transform the final PRS score into a standard normal distribution.

**Clinical Risk Score (ClinRS)**

To extract information from high-dimensional EHR data, we developed a novel clinical risk score, ClinRS, to summarize a patient’s longitudinal medical records into one single risk score via NLP techniques. The overall procedure is as follows. First, we treated 29,346 EHR
diagnosis ICD codes as ‘words’ and concatenated all codes documented in a patient’s whole medical history into an ‘article’ using the MM-PCP cohort. After we created the article from all patients, we applied an adapted NLP technique to obtain numeric vector representations that captured the semantic meaning and context of medical codes. These vector representations were subsequently validated to be clinically meaningful, in the sense that it captured the concept of each code and showed high concordance with expert manually curated phenotypic grouping labels. We refer to these representations as medical code embeddings in the remainder of this manuscript.

We leveraged the medical code embeddings to generate patient-level latent phenotypes according to a patient’s code utilization, using MM-HF cohort. Next, the latent phenotypes were used to predict disease outcome and the model coefficients were utilized as weights (effect sizes) for calculation of the ClinRS. Finally, a ClinRS was created, which is a linear combination of i) coefficients learned from the ClinRS weights derivation set (MM-HF, excluding MM-MGI) and ii) patients’ latent phenotypes in the model validation set (intersection of MM-MGI and MM-HF) (Supplementary Figure 1). With these steps, we successfully reduced the data dimension from 29,346 unique ICD codes to 350 latent phenotypes, then to a single risk score. See below sections for details of latent phenotypes and ClinRS curation.

**Extraction of medical code embeddings using NLP**

The first step to summarizing the EHR data using NLP was to convert a patient's EHR medical codes from all healthcare encounters to paragraphs, then concatenate the patient’s paragraphs of medical codes to create an article. After converting EHR data to an article, we were able to derive the co-occurrence patterns of each pair of medical codes. We extracted the semantic meaning of each code into numeric vector representations (medical code embeddings)
that contain clinically meaningful information. See curating medical code embedding section in the supplementary materials for details on the NLP approach to generate vector representation of medical codes.

**Evaluation of NLP derived medical code embeddings and parameter tuning**

The algorithm for obtaining the medical code embeddings as described above has two tuning parameters including the time window $t$ and embedding dimension $d$ (i.e., the number of features/elements in a code embedding). The principle used in parameter tuning is to optimize the clinical meaningfulness of the medical code embedding. The code embeddings should capture similarity of the codes and thus be able to identify whether two specific codes describe the same overall medical concept (i.e., grouping of ICD codes).

To select the optimal time window $t$ and embedding dimension $d$, we developed a set of true labels for ICD code grouping using an expert curated ontology named phenow-wide association study code (phecode). Next, we evaluated whether code pairs that are mapped to the same phecode have larger cosine similarity (i.e., the cosine value of the angle between the corresponding medical code embedding vector pairs) than randomly selected pairs. The cosine similarity is a distance metric measuring how close the two codes are alike in terms of their concepts and meanings. It ranges from -1 to 1, with high cosine values representing that the selected pair of two codes have more similar semantic meaning and utilization context. These evaluations aid in the search for the most ‘clinically meaningful’ yet efficient version of medical code embedding with the smallest necessary dimension.

In this analysis, phecodes are rolled up to the integer level. For example, ICD-9 code 428.2 (systolic heart failure) and 428.3 (diastolic heart failure) are mapped to the phecode 428.3 (heart failure with reduced EF) and 428.4 (heart failure with preserved EF), respectively. After
rolling phecode 428.3 and 428.4 up to 428 as an integer, these two ICD-9 codes (i.e., 428.2 and 428.3) belong to the same phecode group (i.e., 428). Moreover, both ICD-9 and ICD-10 codes can be mapped to the same phecode. For example, ICD-9 code 428.1 (left heart failure) and ICD-10 code I50.1 (left ventricular failure) are both mapped to phecode 428.2 (heart failure) and further rolled up to the integer 428.

To search for the most clinically meaningful medical code embeddings, we performed a classification task using phecode label and cosine scores. The classification label was the binary indicator of whether the two codes shared the same phecode. The classification score was the cosine distance score calculated between vector representations for two codes. This classification task showed whether a pair of codes mapped to the same phecode have higher cosine similarity (similar semantic representations). The classification results were evaluated using Area Under the Receiver Operating Characteristics (AUC). To distinguish the AUC used in the subsequent evaluation of the heart failure prediction model, we refer to the AUC aiding grid search for optimal NLP derived medical code embeddings based on existing clinical concept ontology as concept-AUC. Concept-AUC is used throughout the remainder of this article for evaluating whether the medical code embeddings derived from NLP is clinically meaningful, in the sense that it can aid identifying whether arbitrary pairs of codes are describing the same concept or belonging to the same general group. The time window $t$ and embedding dimension $d$ combination that achieves the highest concept-AUC was selected, the corresponding code embeddings were generated accordingly.

In the grid search for time windows $t$ and embedding dimension $d$, cosine similarity for 430,579,185 pairs of codes among 29,346 unique codes were calculated for each time window and embedding dimension combination. Ten $t$ time windows (1, 2, 7, 10, 14, 20, 30, 40, 50, and
60 days) and twelve $d$ embedding dimensions (10, 30, 50, 100, 150, 200, 250, 300, 350, 400, 450, and 500) were evaluated. This results in a total of 120 concept-AUC calculated to evaluate the concept derived from NLP in EHR data that are clinically applicable.

**Calculation of patient-level latent phenotypes**

To create latent phenotypes for each patient, we used the medical code embeddings derived from the MM-PCP cohort curated from the previous step, and applied this information to the diagnosis codes documented in medical records of patients in the MM-HF cohort. Specifically, we summed up medical code embeddings corresponding to all codes present within a patient’s medical record. These latent phenotypes summarize the information of a patient's medical diagnosis history. See details for creating patient-level latent phenotypes in supplementary material.

**Time point specific latent phenotypes**

We sought to evaluate how far in advance we could predict heart failure and avoid label leakage. The rationale of avoiding label leakage is to not use the information not existing in the prediction period to predict outcome, which could lead to overestimating the model performance. For example, we would like to avoid using the disease treatment or procedure information that is only available after disease diagnosis. To do this, we removed all ICD codes a year prior to the heart failure diagnosis date and then calculated the latent phenotypes. We repeated this procedure by excluding all ICD codes two years prior, in intervals of one year up to ten years prior to disease diagnosis. A total of ten sets of latent phenotypes using different time point cutoffs to remove the medical history were generated. Patients with no medical history recorded within the healthcare system prior to the cutoff time point were removed from the analysis. See Supplementary Table 1 for sample size in each time point.
**Supervised training for ClinRS using LASSO**

To summarize the multi-dimensional patient-level latent phenotypes into a single risk score, we applied the Least Absolute Shrinkage and Selection Operator (LASSO) for feature selection with 10-fold validation for shrinkage parameter tuning\(^{35}\). The LASSO leverages the L1 penalty on the regression coefficients to eliminate non-important variables, avoid overfitting, and achieve better prediction. Next, the coefficients yielded from the LASSO model were used as weights (effect sizes) to calculate a weighted sum of patients’ clinical risk. In the ClinRS weights derivation set (individuals in MM-HF excluding MM-MGI), the patients' latent phenotypes were calculated using EHR records one year prior to heart failure diagnosis (Supplementary Figure 1). The heart failure outcome was regressed on 350 latent phenotypes and adjusted for age, sex, and healthcare utilization using logistic regression with L1 regularization. Three patient characteristics known to be predictive of the outcome (age, sex, and healthcare utilization) were forced in the model with no shrinkage. Patients’ healthcare utilizations were summarized by the number of months of encounters recorded in the EHR.

**Calculate ClinRS for patients in model validation set**

To validate the prediction accuracy of ClinRS, we applied the ClinRS weights obtained from the ClinRS weights derivation set to an independent model validation set to summarize the entire EHR diagnosis records into one score (Supplementary Figure 1). The score was further used in the heart failure prediction model to predict patients disease outcome in the future. For each participant in the model validation set, ten ClinRS were calculated using time point specific latent phenotypes from one year up to ten years prior to disease diagnosis. Next, we performed inverse normalization to convert the ClinRS score into standard normal distribution.
Statistical analysis

We conducted analyses within cohorts of 20,279 individuals in the model validation set (intersection of MM-MGI and MM-HF) with at least 1 year of medical history prior to a heart failure diagnosis in the Michigan Medicine health system. Ten different datasets with time point cutoffs, one year apart from one year to ten years prior to disease diagnosis, were applied to the analysis. Individuals with no medical history prior to the time point cutoff were removed from the respective year specific analysis. Sample size in each time point-specific dataset decreased from one year to ten years prior to disease diagnosis, ranging from 20,279 (576 cases) to 10,391 (332 cases) participants, respectively (Supplementary Table 1).

We fit four logistic regression models to predict whether patients have heart failure and further evaluated the accuracy among models with different risk predictor(s) for all ten time points, one year apart from one year to ten years prior to disease diagnosis. The baseline model included patients’ demographic information (age at diagnosis and sex), and three additional models with the risk score added: i) PRS, ii) ClinRS, and iii) PRS+ClinRS were created to compare the improvement in model accuracy from the baseline model. In the PRS and PRS+ClinRS models, the top ten PCs derived from patients’ genotype data were adjusted to account for the population structure. Model performances were compared using 10-fold cross validated AUC. The analysis was performed using European ancestry samples only.

Sensitivity analysis removing circulatory system diagnosis codes

Additional analyses on ClinRS validity were conducted to examine the robustness of the co-occurrence patterns captured by the unsupervised NLP algorithm. We created a ClinRS without circulatory system information (ClinRS-NoCirc) by excluding ICD diagnosis codes
belonging to ICD-9 Seventh Chapter (390-459) and ICD-10 Chapter IX (I00-I99): Diseases of the Circulatory System. The ClinRS without circulatory system was further used in model prediction to evaluate the ability of the proposed method to predict disease outcome (heart failure) without directly associated diagnosis information (circulatory system diagnosis codes). We excluded 1,340 circulatory system diagnosis codes (459 from ICD-9 and 881 from ICD-10) and used the rest of the 28,006 codes to create patient-level latent phenotypes, and applied the newly derived latent phenotypes with ClinRS weights derived previously to generate ClinRS-NoCirc. We demonstrated that using pre-trained co-occurrence patterns from an independent dataset could be useful for disease prediction and the co-occurrence patterns aided capturing disease risks through indirect associations.
RESULTS

In this paper, we utilized three independent datasets (Supplementary Figure 1) at Michigan Medicine to achieve two main goals in this study: 1) obtain medical code embeddings using NLP in EHR data and 2) improve heart failure prediction using PRS and ClinRS. First, we used MM-PCP cohort with a total of 61,849 individuals and 159,273,800 ICD diagnosis codes recorded from 2000 to 2022 to learn the medical code co-occurrence patterns and to extract medical code embeddings representing the clinical meaning of each code. The medical code embeddings trained from MM-PCP were validated using phecodes to demonstrate that vector representations derived from unsupervised NLP method contextually are clustered in similar ways compared to expert manually curated code grouping (Supplementary Figure 2).

Next, we built two risk scores, PRS and ClinRS, in the model validation set (intersection of MM-MGI and MM-HF) to predict future heart failure cases. The PRS was calculated using heart failure GWAS summary statistics, meta-analyzed from nine biobanks in GBMI (independent from Michigan Medicine). We chose the European ancestry GWAS summary statistics (51,274 cases and 922,900 controls) as the base of our PRS due to its superior performance in the European ancestry individuals in the original publication. The ClinRS calculation required two steps: i) create patient-level latent phenotypes and ii) derive weights (effect sizes) to calculate ClinRS. We generated medical code embeddings for 29,346 medical codes from MM-PCP, and then used the medical code embeddings to create 350 latent phenotypes for each patient in MM-HF. To derive weights for the ClinRS, we regressed heart failure outcome on latent phenotypes in ClinRS weights derivation set (MM-HF, excluding MM-MGI) and extracted the effect sizes as ClinRS weights. The ClinRS weights derivation set had a heart failure incidence of 330 out of 7,120 patients (4.6%) whereas in the model validation set
we observed 576 (2.8%) heart failure cases out of 20,279 patients (Supplementary Figure 1). From these summary statistics, a total of 907,272 genetic variants were integrated into a polygenic risk score. In analogy, 29,346 medical diagnosis codes were integrated into a clinical risk score. Below we summarize our findings.

**NLP extracted medical code embeddings are clinically meaningful**

First, we validated whether the medical code embeddings generated in MM-PCP cohort were clinically meaningful and that NLP could capture the information hidden in the complex EHR dataset. We used the cosine distance between a pair of codes to classify whether a code pair shared the same phecode (i.e., have similar clinical concept) and calculated the concept-AUC. The results here served as a proof of concept of whether the medical code embeddings derived from the MM-PCP cohort is suitable to be used for generating a ClinRS.

We discovered two main findings: 1) smaller time window size $t$ and 2) inclusion of more features $d$ in a code embedding yielded higher accuracy on identifying code pairs in the same phecode group. Supplementary Figure 2 showed that holding constant embedding dimension $d$ while varying time window size $t$, the highest concept-AUC was consistently found from co-occurrence matrices constructed based on codes that appeared on the same day (within 1 day). The accuracy attenuated linearly when the window size increased. For example, concept-AUC calculated from embedding dimension of 350 was the highest for codes co-occurred on the same day (1 day) with concept-AUC of 0.78, decreased to 0.76 for codes co-occurred within 1 week (7 days), and dropped to the lowest of 0.73 for codes that co-occurred within 2 months (60 days).

These results indicated that diagnosis codes recorded on the same day provided the most information about code relationships. One possible explanation could be that diagnostic codes
were often all billed on the same day, likely the last day of the hospitalization. Additionally, by increasing the time window of codes considered for co-occurrence, it could also potentially introduce noise (e.g., diagnosis code not related to the same medical event) and lower the ability to construct meaningful semantic vector representations. Next, we evaluated the concept-AUC variation across different numbers of features $d$ in a code embedding. In general, the higher the embedding dimension $d$, the higher the concept-AUC was observed. The concept-AUC plateaued with up to embedding dimensions of 300 to 500, depending on the time-window. This finding is similar to previous reports. The optimal embedding dimension found in this study using Michigan Medicine EHR data was $d = 350$ (Supplementary Figure 2).

The medical code embeddings generated from time window $t = 1$ day with embedding dimension $d = 350$ yielded a concept-AUC of 0.78 (Supplementary Figure 2). This result supports that the medical code embeddings derived via unsupervised learning were clinically meaningful validated by expert manually curated phenotypic grouping. The medical code embeddings corresponding to the above chosen tuning parameters were further used to calculate patient-level latent phenotype in this analysis.

In addition to numerically evaluating the semantic resemblance of vector representations using concept-AUCs, we further assessed the semantic relationship graphically using a heatmap of the cosine similarity scores (Supplementary Figure 3). In this study, we used ICD-9 Second Chapter (140-239): Neoplasms as an example to discern how the similarity patterns were formulated among each cancer code. Cancer codes were selected to demonstrate the similarity patterns of code pairs due to its distinct organ system specific sub-chapter within the cancer codes. For example, codes from cancer of digestive organs (ICD: 150-159) and cancer of
respiratory organs (ICD: 160-165) are both cancer codes, but for different organs and were expected to have different patterns and concepts.

As anticipated, we observed that the same ICD-9 diagnosis codes and/or nearby codes (off-diagonal line in Supplementary Figure 3) had higher cosine values between their embeddings, indicated by the darker color on the off-diagonal line and the band surrounding it. Furthermore, clear distinctions crossing different sub-chapters were found. These results suggest the contextual representations were clinically meaningful since related types of cancers from the same organ system had more similar context and patterns of co-occurred comorbidities, treatments, or procedures. Conversely, lower cosine scores were found in code pairs between different sub-chapters of cancer diagnosis ICD codes.

**PRS and ClinRS each predict heart failure cases up to eight years in advance**

We evaluated the prediction ability of using genetic and clinical information, separately, to identify heart failure patients in the future. We used 10-fold cross validated AUC to assess how well each risk score predicted the event of heart failure at ten different time points prior to the disease diagnosis date. Ten different time points used were one year apart from one year to ten years prior to disease diagnosis; for simplicity, we refer to the ten cutoffs prior to disease diagnosis as ten time points.

We summarized the AUCs of ten time points from different models (baseline, PRS, ClinRS, and PRS+ClinRS model) in Figure 1. In this study, we found that PRS and ClinRS each and separately were able to predict heart failure outcomes significantly better than the baseline model (age and sex only), up to eight years prior to heart failure diagnosis. Results from one year prior to the diagnosis, significantly higher AUC was observed in the PRS model (AUC: 0.76
[95% CI: 0.74-0.83]) and ClinRS model (AUC: 0.85 [0.83-0.87]), compared to the baseline model with AUC of 0.70 (0.68-0.72). See Supplementary Table 1 for the specific AUC values across all ten time points and four different models. As expected, we observed that the benefit of ClinRS prediction was attenuated by censoring EHR data with increasing time thresholds prior to the event, and the model accuracy decreased when sample size is smaller due to earlier censoring. Nevertheless, better performance in both PRS and ClinRS models were continuously observed in the analysis until eight years prior to the disease diagnosis. For example, in a cohort with at least eight years or more of medical history within Michigan Medicine, the PRS and ClinRS models yielded an AUC of 0.76 (0.74-0.78) and 0.77 (0.74-0.79), respectively, significantly higher compared to baseline model with AUC of 0.71 (0.68-0.73).

In models given data from nine years prior to disease diagnosis, no significant difference was observed among PRS (AUC: 0.77 [0.74-0.79]), ClinRS (AUC: 0.77 [0.74-0.79]), and baseline (AUC: 0.72 [0.69-0.75]) models. Lack of significant difference between PRS (does not change over time because genetics is fixed at conception), ClinRS, and the baseline model from such a limited dataset from nine years before the event could potentially be due to the smaller sample size. The sample size for the ten-year censored data was 51% of that for the one-year censored data. In addition, EHR data nine- and ten-year prior to disease diagnosis provided insufficient information for complex prediction tasks.

**Integrating PRS and ClinRS enhances heart failure prediction**

In addition to evaluating the risk score separately, we further studied the additive power of including both risk scores together in the heart failure prediction model. Consistently across all ten time points, the highest accuracy was found in the PRS+ClinRS model. See Figure 1 and...
Supplementary Table 1. Significantly higher AUC was continuously found in the PRS+ClinRS model even at ten years prior to disease diagnosis with an AUC of 0.79 (95% CI: 0.77-0.82), compared to baseline model (AUC: 0.72 [0.69-0.75]). Compared to the single risk predictor models predicted heart failure eight years prior to disease diagnosis, the model including both predictors predicted disease two years earlier than using either single risk predictor alone.

As expected, we observed that the prediction accuracy of the PRS+ClinRS model outperformed single risk score models throughout the entire one to ten years time horizons. In Supplementary Figure 4, we showed that by using both clinical and genetic risk scores to predict which individuals have high risk of future heart failure, the combined score discovered the highest proportion (28%) of individuals who had heart failure.

**Sensitivity analysis on removing circulatory system diagnosis code**

To examine the robustness of ClinRS and to eliminate the concerns of overfitting, we conducted a sensitivity analysis by removing all circulatory system diagnosis codes to create ClinRS-NoCirc. In Supplementary Figure 5, we presented the model performances of using ClinRS-NoCirc as the clinical risk predictor and compared to the ClinRS model. The results were largely similar with and without removing circulatory system codes, which demonstrated that we successfully built a risk score that leveraged the high-dimensional EHR records and apprehended underlying patterns to reveal disease associations. Specifically, the models using ClinRS-NoCirc to predict future heart failure events yielded significantly higher accuracy than baseline models, up to six years in advance of disease diagnosis. We observed an AUC of 0.77 (0.75-0.80) from ClinRS-NoCirc model at six years prior to disease diagnosis, which was significantly higher than baseline model at six years in advance of heart failure diagnosis (AUC:
0.72 [0.69-0.74]) (see Supplementary Figure 5 and Supplementary Table 1). Although the results derived from ClinRS-NoCirc could not predict the outcome as many years in advance as the ClinRS model, the additive power of integrating genetic and clinical information in disease risk prediction remains evident through ClinRS-NoCirc. By including both PRS and ClinRS-NoCirc in the heart failure prediction model, we were still able to distinguish patients with high risk of heart failure a decade in advance of the disease diagnosis. The model with PRS and ClinRS-NoCirs predictors showed a significantly higher AUC of 0.78 (0.76-0.81) at ten years prior to heart failure diagnosis, compared to the baseline model with AUC of 0.72 (0.69-0.75).

**ClinRS insights**

We dissected the composition of ClinRS for heart failure prediction and further studied the risk and protective factors associated with disease outcome in Supplementary Figure 6. In Supplementary Figure 6, we showed the ClinRS weights of risk and protective factors contributing to the heart failure outcome. The diagnoses prioritized in the ClinRS score can generally be classified by 1) organ system (cardiac versus non-cardiac) and 2) etiology (potential causal mechanism, associated comorbidity, or unclear link). As expected, 7 out of the top 10 risk factor for heart failure in ClinRS were cardiac diagnoses, exhibiting potential causal mechanisms; for example, ICD codes associated with acute myocardial infarction\(^a\) (Supplemental Table 2). Additional potential cardiac-causal diagnoses including: i) stenosis, mitral and aortic valves (ICD: 396.0), ii) acute myocarditis (ICD: 422.0), and iii) defect, acquired cardiac septal (ICD: 429.71) were highly prioritized by the ClinRS algorithm. Also, ClinRS

\(^a\) 410.91 = Acute myocardial infarction of unspecified site, 410.21 = ST elevation (STEMI) myocardial infarction involving other coronary artery of inferior wall, 410.41 = Acute myocardial infarction, of other inferior wall, 410.01 = Acute myocardial infarction, anterolateral wall, initial, 410.51 = Acute myocardial infarction, lateral wall, initial, 410.71 = Acute myocardial infarction, subendocardial, initial, and 410.61= True posterior wall infarction, initial
incorporates many associated-cardiac diagnoses including i) malfunction, cardiac pacemaker (ICD: 996.01) and ii) mechanical complication of automatic implantable cardiac defibrillator (ICD: 996.04). These codes are likely to co-occur in patients with heart failure, but may have limited utility in predicting new or previously undiagnosed cases - although it is noteworthy that all diagnoses included in ClinRS were documented prior to the heart failure diagnosis. Diagnoses identified by ClinRS including: i) Marfan syndrome (ICD: 759.82, 754.82)\textsuperscript{41}, ii) alcohol abuse (ICD: 303.01, 790.3, 980.0)\textsuperscript{42}, and iii) viral infection (ICD: 74.8)\textsuperscript{43} may reflect non-cardiac, causal mechanisms of heart failure pathogenesis. Notably, non-cardiac diagnoses, unclear link with a protective effective against heart failure in the ClinRS score included a cluster of pregnancy-related conditions (ICD: 765.14, 765.25, 656.43, 678, etc) and another cluster of ophthalmologic diagnoses (ICD: 371.03, 370.03, 370.63, 374.23, 370.35, etc). No causal or mechanistic relationship should be inferred -- instead this correlation likely results from the lower-risk baseline population (childbearing females) for pregnancy related-conditions and more focused, clinical ophthalmologic assessment being less likely to diagnose heart failure, for the ophthalmologic-conditions.
This study sought to improve the accuracy of heart failure prediction by integrating high-dimensional genetic data with clinical information to advance heart failure prevention initiatives. Genetic risk was summarized by a PRS, calculated from the largest-to-date heart failure GWAS\textsuperscript{22}, and clinical risk was summarized by a ClinRS, a novel EHR-based risk score. The combined PRS and ClinRS score prediction model identified patients with a high risk of heart failure a decade in advance of the disease diagnosis (Figure 1 and Supplementary Table 1). Specifically, the PRS+ClinRS prediction model showed a significantly higher AUC at ten years prior to heart failure diagnosis with AUC of 0.79 (0.77-0.82) compared to the baseline model with AUC of 0.72 (0.69-0.74). In contrast, models with a single risk score alone can only identify heart failure cases eight years in advance, by integrating genetic and clinical information we are able to identify heart failure cases two years earlier. These findings reveal the power of integrating PRS and ClinRS to enhance disease prediction and the potential to inform heart failure prevention efforts. More broadly, this study highlights the methods and opportunity to curate ClinRS for other complex diseases and integrate with PRS to improve disease prediction accuracy.

Advances in comprehensively utilizing longitudinal and high-dimensional EHR data

The critical challenges of incorporating EHR data are its high dimensionality and longitudinal nature. We successfully developed a risk score summarizing the clinical information despite the complexity of EHR data and validated its utility in an independent dataset from an EHR-linked biobank cohort. This study treated structured EHR diagnosis codes as human language and converted the diagnosis code into paragraphs. This enabled learning the coding
patterns for patient records with any dimensionality and longitudinal history. By focusing on co-occurrence patterns of medical codes within a specified time window, we were able to utilize data from all individuals regardless of the length of healthcare utilization. Patients with only one visit to decades of medical history within the healthcare system all contributed to the medical code embedding construction. In addition, by applying NLP to transform codes to medical code embeddings, we successfully reduced the high-dimensional EHR dataset into low-dimensional features. The results present an avenue to incorporate other domains of structured EHR datasets, such as medical procedures and laboratory tests, to create a clinical risk score that could more comprehensively capture the risk of having the disease.

**An integrated model (PRS + ClinRS) enables improved prediction of heart failure**

We previously developed a heart failure GWAS with the largest number of cases to date to build heart failure risk prediction models. We successfully reduced high-dimensional GWAS into a single predictor – PRS. Furthermore, we implemented adapted NLP techniques to capture latent phenotypes in EHR data and summarized it into a new predictor – ClinRS. Analysis results showed that both risk scores were significantly better predictors of heart failure compared to baseline demographic information alone. Additionally, adding both PRS and ClinRS together into prediction models yielded superior accuracy for predicting future heart failure outcomes. This result demonstrated the additive predictive power of leveraging genetic and clinical information in risk prediction.

In alignment with our findings, Mujwara et al., used CAD-PRS to reclassify high genetic risk patients from patients in the borderline or intermediate of PCE clinical risk pool. Findings showed that using the combined PCE and CAD-PRS approach risk screening methods to initiate
early preventive treatment per 10,000 individuals screened could potentially avert 50 ASCVD events over 10 years and lead to substantial cost saving per averted event. It is promising that we have the potential to achieve more accurate prediction by using PRS and ClinRS together into prediction models. Such strategies could then inform guidelines for patient care to aid in earlier initiation of prevention treatment.

**Medical code embeddings filled in missing information/ incomplete EHR history**

We strengthened the evidence that leveraging genetic and clinical information improves precision health by performing a sensitivity analysis with all circulatory system diagnosis codes removed. Even though clinical information from the EHR system was partially missing, we were still able to reach high prediction accuracy one decade prior to disease diagnosis by incorporating a genetic risk score in the model (Supplementary Figure 5 and Supplementary Table 1). This analysis also indicated the potential benefit for patients with short medical history within the same healthcare system, missing information and/or unrecorded diagnosis would be able to reveal from the incomplete health records using pre-trained medical code embedding

**Study limitations**

Heart failure is known to have separate subtypes caused by different mechanisms or genetic risk factors, with distinct treatments and phenotypic symptoms. In the future, ClinRS for heart failure subtypes needs to be further validated in cohorts with larger sample sizes. Moreover, the curation of ClinRS and utilization of integrating genetic and clinical information for disease risk prediction needs to be benchmarked in other complex diseases.
Despite the high fidelity, validated clinical outcome assessed across a relatively long surveillance window in a large population, the retrospective study design imposes some intrinsic limitations. While including full diagnostic codes from the EHR, potential selection bias in both timing and medical specialty, may limit clinical relevance and applicability. Furthermore, the retrospective nature of the study has inherent limitations including the possibility of yet unidentified confounding variables.

This study solely utilized the diagnosis information derived from EHR data, however, leveraging other domains of structured and unstructured EHR data (e.g., procedure, medication, clinical notes, etc.) to assist disease prediction is needed to fully understand the additive power of integrating genetic and clinical data.

Furthermore, the limitation of any EHR-based study also includes the low transferability across different healthcare systems due to the heterogeneity of EHR data. Methodology in language models could potentially be borrowed to improve transferability of medical code embeddings and the derived latent phenotypes. Applying transfer learning techniques could also produce a more generalizable ClinRS to be applied across different healthcare systems.

**Conclusion**

In conclusion, the amalgamation of GWAS- and EHR-derived risk scores predicted heart failure cases 10-years prior to diagnosis. These findings highlight how application of natural language processing to complex datasets such as medical records and incorporating genetic information may enhance the identification of patients with a higher susceptibility to heart failure. Application of this approach at scale may enable physicians to introduce preventive therapies at a much earlier stage, which may prevent the onset of overt heart failure.
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**Figure 1.** Forest plot comparing models’ accuracy of predicting heart failure at one to ten years prior to disease diagnosis. Four models were compared with each time point: baseline (age and sex), PRS (polygeneic risk score), ClinRS (clinical risk score), and PRS+ClinRS. Numbers at the bottom of the plot indicate the sample size for each time point. Results showed that PRS and ClinRS, separately, can predict heart failure outcomes eight years in advance, and adding both risk predictors in the model can predict disease ten years in advance.
SUPPLEMENTARY MATERIAL

Curating medical code embedding

The medical code embeddings were created by learning vector representations of ICD codes based on their co-occurrence patterns in the EHR, which were obtained through adapted NLP method\textsuperscript{32}. More specifically, the medical code embeddings were extracted by performing truncated singular value decomposition (SVD) on the shifted positive pointwise mutual information (SPPMI) matrix, which is derived from codes’ co-occurrence matrix. The pipeline we developed to extract medical code embedding was based on Hong et al.\textsuperscript{33} and it is publicly available at https://github.com/The-Shi-Lab/CodeEmbedding.

Co-occurrence Matrix

A co-occurrence matrix is defined with a selected time window $t$, within which the co-occurrence instances of codes are counted. Since there are 29,346 codes, the dimension of this matrix is 29,346-by-29,346, with each entry counting the number of co-occurrence instances in the EHR between the corresponding pair of codes. By this definition, the co-occurrence matrix is a symmetric matrix. Assuming that the selected time window $t$ is co-occurred within 7 days, for each code (which we denote by $C$) and each patient, we first identify the dates when the code was assigned to the patient. Then, for each of these identified dates, we scan the EHR of the patient within the day and the following 6 days; each code assignment found is counted as an instance of co-occurrence with code $C$. In such a fashion, the co-occurrence matrix is obtained by aggregating the co-occurrence instances over all patients and all codes.
Calculation of medical code embedding

The medical code embeddings were obtained through dimension reduction of the SPPMI matrix, which is derived from the co-occurrence matrix, which we denote by $CC$. Specifically, the SPPMI matrix share the size of $CC$ which is 29,346-by-29,346 and for each code pair $C_1, C_2$,

$$SPPMI(C_1, C_2) = \max\{\log \frac{CC(C_1, C_2)}{CC(C_1, \cdot)CC(C_2, \cdot)} - \log(k), 0\}$$

where $CC(C_1, \cdot)$ represents the row sum of $CC$ on the row corresponding to $C_1$. The tuning parameter, negative sample $k$ was set to 10 based on results shown in previous studies $^{34,40,45}$.

Given a SPPMI matrix and a desired semantic vector representation (SEV) dimension $d$, the SEVs are obtained through the truncated singular value decomposition of the SPPMI matrix, which we denote by $U_d diag(\sigma_1, \ldots, \sigma_d) U_d^T$, where $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_d$ are the $d$ largest singular values of the SPPMI matrix. Specifically, the $d$ SEVs are the columns of $U_d diag(\sqrt{\sigma_1}, \ldots, \sqrt{\sigma_d})$, which are all vectors with 29,346 entries (one for each ICD code).

Creating patient-level latent phenotypes

To create latent phenotype using EHR data for individuals, we took the product of the patient-level EHR record $D$, a dataset recorded whether patients had the diagnosis code in the past, and code embedding $C$, a semantic vector representation of the EHR codes. $D$ is a $n$ by $p$ matrix, where $n$ is the number of patients and $p$ is the number of unique diagnosis codes. $C$ is a $p$ by $k$ matrix, where $p$ is the number of unique diagnosis codes and $k$ is the embedding dimension selected from the code embedding curation step. The final product of $D$ and $C$ will be the patient-level latent phenotypes with dimension of $n$ by $k$. See Supplementary Figure 7 for illustration.
Supplementary Figure 1. Three cohorts within Michigan Medicine (MM) were used in this analysis: i) Primary Care Provider (MM-PCP), ii) Heart Failure (MM-HF), and iii) Michigan Genomics Initiative (MM-MGI). MM-PCP cohort with 61,849 individuals was used to build medical code embeddings. Subset of MM-HF (N=7,120), participants of European descent and not in MM-MGI, was used to derive the weights (effect sizes) of clinical risk score (ClinRS). Subset of MM-MGI (N=20,279), patients fully genotyped and disease outcome was predefined using Mathis et al. phenotyping algorithm\(^4\) in MM-HF, was used to validate heart failure prediction accuracy using polygenic risk score and clinical risk score.
Supplementary Figure 2. Heatmap of concept-AUC across medical code embeddings derived from using 10 time windows and 12 embedding dimensions to summarize a medical code. Concept Area Under the Receiver Operating Characteristics (concept-AUC) summarized how well medical code embeddings generated from the adapted natural language (NLP) processing method capture the clinical meaning of each code. Medical code embedding built on code co-occurred within 1 day with embedding dimension of 350 yielded the highest concept-AUC.
Supplementary Figure 3. Heatmap of cosine similarity score between a pair of codes within ICD-9 140 to 239 (Neoplasms) and sorted by its order. Every dot in this plot represents a pair of codes and its cosine similarity score, with the darker the red representing the closer the distance (more similar) between these 2 codes.
Supplementary Figure 4. Scatter plot and boxplot of patients’ polygenic risk score (PRS) and clinical risk score (ClinRS) at one year prior to heart failure diagnosis, colored by disease status. Dotted gray lines indicate the cutoff of high and low risk of corresponding risk predictors. Percentage in each quadrant indicates the percentage of heart failure cases among patients classified in the corresponding risk group.
Supplementary Figure 5. Forest plot comparing models accuracy of predicting heart failure at one to ten years prior to disease diagnosis in the sensitivity analysis. Six models were compared with each time point: baseline (age and sex), PRS (polygenic risk score), ClinRS (clinical risk score), ClinRS-NoCirc, PRS+ClinRS, and PRS+ClinRS-NoCirc. ClinRS-NoCirc was calculated by removing circulatory system diagnosis code in patients’ medical records to validate the validity of ClinRS generated using the adapted natural language processing method. Numbers at the bottom of the plot indicate the sample size for each time point. Results showed that ClinRS-NoCirc can predict heart failure outcomes six years in advance, shorter than using ClinRS as a predictor. Adding both PRS and ClinRS-NoCirc in the model, the model accuracy is comparable to PRS+ClinRS model, which predicts disease ten years in advance.
Supplementary Figure 6. Manhattan plot of clinical risk score (ClinRS) weights for each ICD-9 diagnosis code by disease class. X-axis indicates the exponential of the absolute weights in ClinRS. The left panel showed the weights of the protective (negative weights; decreased risk) factor and the right panel showed the weights of the risk (positive weights; increased risk) factor.
Supplementary Figure 7. Illustration of creating latent phenotype from individual level electronic health records.

### Patient Level EHR

<table>
<thead>
<tr>
<th>Pt_1</th>
<th>C_1</th>
<th>C_2</th>
<th>...</th>
<th>C_p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pt_2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pt_3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pt_4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pt_5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pt_n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Medical Code Embedding

<table>
<thead>
<tr>
<th>F_1</th>
<th>...</th>
<th>F_k</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C_2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C_3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C_4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C_5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Patient-Level Latent Phenotypes

<table>
<thead>
<tr>
<th>F_1</th>
<th>...</th>
<th>F_k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pt_1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pt_2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pt_3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pt_4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pt_5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Pt: 1, 2, ..., n patients  
C: 1, 2, ..., p diagnosis codes  
F: 1, 2, ..., k features  
Pt: 1, 2, ..., n patients  
F: 1, 2, ..., k latent phenotypes

\[ \text{Patient Level EHR} \times \text{Medical Code Embedding} = \text{Patient-Level Latent Phenotypes} \]
**Supplementary Table 1.** Sample size of heart failure cases and controls included in analysis for one to ten years prior to disease diagnosis.

<table>
<thead>
<tr>
<th>year</th>
<th>Sample Size</th>
<th>10-fold Cross-Validated AUC</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cases</td>
<td>controls</td>
<td>baseline</td>
</tr>
<tr>
<td>1</td>
<td>576</td>
<td>19,703</td>
<td>0.70 (0.68-0.72)</td>
</tr>
<tr>
<td>2</td>
<td>539</td>
<td>17,758</td>
<td>0.70 (0.68-0.72)</td>
</tr>
<tr>
<td>3</td>
<td>515</td>
<td>16,365</td>
<td>0.70 (0.68-0.73)</td>
</tr>
<tr>
<td>4</td>
<td>494</td>
<td>15,152</td>
<td>0.70 (0.68-0.73)</td>
</tr>
<tr>
<td>5</td>
<td>459</td>
<td>14,153</td>
<td>0.71 (0.69-0.73)</td>
</tr>
<tr>
<td>6</td>
<td>427</td>
<td>13,239</td>
<td>0.72 (0.69-0.74)</td>
</tr>
<tr>
<td>7</td>
<td>407</td>
<td>12,394</td>
<td>0.71 (0.69-0.74)</td>
</tr>
<tr>
<td>8</td>
<td>376</td>
<td>11,601</td>
<td>0.71 (0.68-0.73)</td>
</tr>
<tr>
<td>9</td>
<td>353</td>
<td>10,831</td>
<td>0.72 (0.69-0.75)</td>
</tr>
<tr>
<td>10</td>
<td>332</td>
<td>10,059</td>
<td>0.72 (0.69-0.75)</td>
</tr>
</tbody>
</table>

Ten-fold cross-validated Area Under the Receiver Operating Characteristics (AUC) of six models predicting heart failure outcome across 10 time points. Model performances were calculated for baseline (age and sex) model and 5 models with risk score(s) added: i) polygenic risk score (PRS), ii) clinical risk score (ClinRS), iii) PRS+ClinRS, iv) clinical risk score calculated without circulatory system diagnosis code (ClinRS-NoCirc), and v) PRS+ClinRS-NoCirc.
Supplementary Table 2. Top 20 protective and risk factors yielded from clinical risk score (ClinRS).

<table>
<thead>
<tr>
<th>ICD code</th>
<th>ClinRS weight</th>
<th>Protective Factors</th>
<th>Diagnosis</th>
<th>ICD code</th>
<th>ClinRS weight</th>
<th>Risk Factors</th>
<th>Diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>371.03</td>
<td>-0.6391</td>
<td>Opacity, central cornea</td>
<td></td>
<td>410.91</td>
<td>0.7476</td>
<td>AMI NOS, initial</td>
<td></td>
</tr>
<tr>
<td>370.03</td>
<td>-0.4905</td>
<td>Ulcer, central corneal</td>
<td></td>
<td>410.21</td>
<td>0.7063</td>
<td>AMI, inferolateral wall, initial</td>
<td></td>
</tr>
<tr>
<td>727.63</td>
<td>-0.4600</td>
<td>Rupture, hand/wrist extensor tendon</td>
<td></td>
<td>410.41</td>
<td>0.6463</td>
<td>AMI, inferior wall, initial</td>
<td></td>
</tr>
<tr>
<td>370.63</td>
<td>-0.4441</td>
<td>Vascularization, deep corneal</td>
<td></td>
<td>410.01</td>
<td>0.6400</td>
<td>AMI, anterolateral wall, initial</td>
<td></td>
</tr>
<tr>
<td>765.14</td>
<td>-0.4378</td>
<td>Preterm infant NEC, 1000-1249 gram</td>
<td></td>
<td>410.51</td>
<td>0.5861</td>
<td>AMI, lateral wall, initial</td>
<td></td>
</tr>
<tr>
<td>54.42</td>
<td>-0.4144</td>
<td>Herpes simplex dendritic keratitis</td>
<td></td>
<td>410.71</td>
<td>0.5127</td>
<td>AMI, subendocardial, initial</td>
<td></td>
</tr>
<tr>
<td>736.09</td>
<td>-0.4015</td>
<td>Deformity, acquired, forearm NEC</td>
<td></td>
<td>996.01</td>
<td>0.5007</td>
<td>Malfunction, cardiac pacemaker</td>
<td></td>
</tr>
<tr>
<td>806.25</td>
<td>-0.4011</td>
<td>Fx T7-T12 clsd w/spinal cd inj NOS</td>
<td></td>
<td>410.61</td>
<td>0.4616</td>
<td>True posterior wall, initial</td>
<td></td>
</tr>
<tr>
<td>374.23</td>
<td>-0.3808</td>
<td>Lagophthalmos, cicatricial</td>
<td></td>
<td>842.19</td>
<td>0.4483</td>
<td>Sprain/strain, hand NEC</td>
<td></td>
</tr>
<tr>
<td>370.35</td>
<td>-0.3697</td>
<td>Keratoconjunctivitis, neurotrophic</td>
<td></td>
<td>996.04</td>
<td>0.3927</td>
<td>Complications d/t AICD</td>
<td></td>
</tr>
<tr>
<td>732.7</td>
<td>-0.3621</td>
<td>Osteochondritis dissecans</td>
<td></td>
<td>743.37</td>
<td>0.3894</td>
<td>Ectopic lens, congenital</td>
<td></td>
</tr>
<tr>
<td>718.84</td>
<td>-0.3596</td>
<td>Drngmnt, oth joint NEC, hand</td>
<td></td>
<td>396</td>
<td>0.3768</td>
<td>Stenosis, mitral and aortic valves</td>
<td></td>
</tr>
<tr>
<td>717.89</td>
<td>-0.3554</td>
<td>Disruption, internal, knee NEC</td>
<td></td>
<td>512.8</td>
<td>0.3746</td>
<td>Pneumothorax, spontaneous NEC</td>
<td></td>
</tr>
<tr>
<td>695.14</td>
<td>-0.3416</td>
<td>SJ's toxic epidermal necrolysis synd</td>
<td></td>
<td>410.11</td>
<td>0.3674</td>
<td>AMI, anterior wall, initial</td>
<td></td>
</tr>
<tr>
<td>765.25</td>
<td>-0.3407</td>
<td>Gestation completed 29-30 weeks</td>
<td></td>
<td>410.02</td>
<td>0.3631</td>
<td>AMI, anterolateral wall, subsequent</td>
<td></td>
</tr>
<tr>
<td>371.61</td>
<td>-0.3364</td>
<td>Keratoconus, stable</td>
<td></td>
<td>835.03</td>
<td>0.3596</td>
<td>Dsloc, anterior hip NEC, closed</td>
<td></td>
</tr>
<tr>
<td>842.12</td>
<td>-0.3239</td>
<td>Sprain/strain, metacarpophalangeal</td>
<td></td>
<td>414.2</td>
<td>0.3483</td>
<td>Chrn total occlusion coronary arter</td>
<td></td>
</tr>
<tr>
<td>813.54</td>
<td>-0.313</td>
<td>Fx lower radius w/ulna, open</td>
<td></td>
<td>780.32</td>
<td>0.3331</td>
<td>Symp, convulsions, febrile complex</td>
<td></td>
</tr>
<tr>
<td>997.4</td>
<td>-0.3124</td>
<td>Complications, digestive system</td>
<td></td>
<td>996.09</td>
<td>0.3264</td>
<td>Malfunction, cardiac dev/graft NEC</td>
<td></td>
</tr>
<tr>
<td>793.1</td>
<td>-0.3062</td>
<td>AbFnd, rdlog, lung field</td>
<td></td>
<td>746.86</td>
<td>0.3102</td>
<td>Block, heart, congenital</td>
<td></td>
</tr>
</tbody>
</table>
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