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Abstract

**Background:** Information retrieval (IR) from the free text within Electronic Health Records (EHRs) is time-consuming and complex. We hypothesise that Natural Language Processing (NLP)-enhanced search functionality for EHRs can make clinical workflows more efficient and reduce cognitive load for clinicians.

**Objective:** To evaluate the efficacy of three levels of search functionality (no search, string search, and NLP-enhanced search) in supporting IR for clinical users from the free text of EHR documents in a simulated clinical environment.

**Methods:** A clinical environment was simulated by uploading three sets of patient notes into an EHR research software application and presenting these alongside three corresponding IR tasks. Tasks contained a mixture of multiple choice and free text questions.

A prospective crossover study design was used, for which three groups of evaluators were recruited, comprised of doctors (n=19) and medical students (n=16). Evaluators performed the three tasks using each of the search functionalities in an order according to their randomly assigned group. The speed and accuracy of task completion was measured and analysed, and user perceptions of NLP-enhanced search were reviewed in a feedback survey.

**Results:** NLP-enhanced search facilitated significantly more accurate task completion than both string search (5.26%, p=0.01) and no search (7.44%, p=0.05). NLP-enhanced search and string search facilitated similar task speeds, both showing an increase in speed over no search function (15.9%/11.6%, p=0.05). 93% of evaluators agreed that NLP-enhanced search would make clinical workflows more efficient than string search, with qualitative feedback reporting that NLP-enhanced search reduced cognitive load.

**Conclusions:** To the best of our knowledge, this study is the largest evaluation to date of different search functionalities for supporting target clinical users in realistic clinical workflows, with a 3-way prospective crossover study design. NLP-enhanced search improved both accuracy and speed of clinical EHR IR tasks compared to browsing clinical notes without search. NLP-enhanced search improved accuracy and reduced the number of searches required for clinical EHR IR tasks compared to direct search term matching.
Introduction

The benefits of the transition from storing patient information in paper notes to Electronic Health Records (EHRs) has been a topic of debate among healthcare professionals [1-4]. Many clinicians have expressed dissatisfaction with their current hospital systems and EHR use is consistently cited as a contributor to clinician burnout [5-7]. Approximately 40% of doctors’ time is spent documenting patient information, with evidence showing that this work burden has increased following EHR implementation [8,9]. However, difficulties in quickly and accurately retrieving relevant information from these documents means this wealth of collected information is often not fully utilised [10,11]. Navigating EHR documents is challenging due to the complexity of medical text, which tends to include frequent misspellings, abbreviations, specialty-specific acronyms, and clinical shorthand [12-15]. Time-consuming and inaccurate information gathering from EHRs limits the efficiency of wider clinical workflows [16], with some doctors believing that difficulties in retrieving patient information significantly impact face-to-face patient care [17].

Despite the increasing sophistication of general search engines, there remain relatively limited search options within medical record software. One barrier is the need for patient data to be held securely; therefore, access to computing power and shared resources may be limited. To have clinical utility, search facilities must be fast and intuitive for use by time-pressed clinicians, including relatively junior members of staff to whom the task of searching through complex notes is frequently delegated. In addition, the search must handle high variability of text expression as mentioned above. Clinical text is error-prone; unlike journals and other publications, there is no editorial control to check for errors. Medical terminology, acronyms and abbreviations vary between regions, hospitals and even across different specialties; for instance, “CHD” may be related to chronic heart disease (Cardiology), congenital heart disease (Paediatrics), or congenital hip dislocation (Orthopaedics). Since clinical care is a high stakes environment, failure to find relevant information potentially has great implications; to effectively save the time of clinicians, search tools should ideally go beyond document-level results to locate and highlight all relevant sentences or even words within a document. Efforts to achieve easier information retrieval (IR) have included the integration of string search.
in some EHRs, similar to the “Ctrl-F” or “Find” function now frequently available on everyday platforms [18]. However, the effectiveness of string search is limited for heterogeneous clinical text; therefore, studies have also considered semantic search algorithms [19-22]. A large-scale retrospective analysis of searches performed in an EHR found that the use of search varied considerably across and within user roles, with physicians and pharmacists being the most active user groups [19]. A review of the use of search within EHRs found that few articles focussed on the impact of search within clinical workflows [23]; one study with 7 diabetes experts found that content-based search was both faster and more accurate than conventional search for finding relevant information [20], another study with 10 family and internal medicine physicians found that semantic search gave faster medical notes navigation for IR tasks [21], and a final study with 4 students found that a semantic search tool enabled faster clinical note summarisation [22]. Only one of the described studies [20] used a crossover study design. In this paper, a larger study is reported (n=35 valid task completions, n=42 qualitative responses), in which a 3-way prospective crossover study was conducted, comparing standard string search with no search and with Natural Language Processing (NLP)-enhanced search. The custom NLP-enhanced search tool combines ontologies with fuzzy matching to offer search functionality which captures not only semantically related terms (e.g., synonyms and hyponyms) but also linguistic alternative (miss)spellings and word forms of the search term. A simulated clinical environment was used alongside target-user feedback to determine whether search tools could make clinical workflows more efficient and reduce clinicians’ cognitive burdens when attempting to find information.

1.2 Aims and Hypotheses

**Aims:** To quantitatively and qualitatively compare the efficacy of three search functionalities for IR from medical free text documents, in terms of accuracy, speed, and ease of search.

**Hypotheses:** Search tools will allow clinical users to perform simulated clinical IR tasks faster and more accurately than when using no search, with the use of NLP techniques enabling NLP-enhanced search to perform more effectively than string search.
2 Materials and Methods

2.1 Search tools

The string search function is an open-source JavaScript library implementation. NLP-enhanced search is a proprietary rule-based algorithm (developed at Canon Medical Research Europe) that leverages NLP techniques such as edit distance and stemming in conjunction with medical knowledge bases, notably the Unified Medical Language System (UMLS) semantic web, Metathesaurus [24], and the Wikipedia [25] and OpenMD medical abbreviation lists [26]. These sources are used to expand the original search term into a list of equivalent terms which are then located in the text. The tool was designed to locate linguistic variants such as misspellings and alternative spellings, wordforms, and abbreviations, as well as additional semantic synonyms.

Search tools were integrated into a patient-centric viewer (EHR research software), which allowed the user to type in a search term and view the highlighted findings within the retrieved subset of documents, which the user could scroll through. In the case of no search, the user was expected to scroll through the patient’s EHR to find the relevant information. Figure 1 illustrates the difference between the two search tools in the patient-centric viewer.

---

*https://markjs.io/
Figure 1: Example results for string search (A) and NLP-enhanced search (B) for the search term “heart”. String search returns only direct matches to “heart” (green highlights) whereas NLP-enhanced search returns also semantically related terms (yellow highlights), such as: “coronary”, the misspelling of atrial (fibrillation) as “atriall”, and the appearance of “heart” within the abbreviation of heart failure, “HF”.

2.2 Simulating a Clinical Workflow

Free text medical documents were synthesised for three fictional patients. These materials were paired with corresponding sets of ten IR questions for each patient, grounded in relevant and realistic clinical scenarios. Patient documents were uploaded into the patient-centric viewer. Questions were uploaded onto a custom Evaluation Platform built using Vue.js that also displayed the clinical scenarios and task-specific instructions for the evaluator. Below we describe the document synthesis and question generation in more detail.

Patient document synthesis

Three patient profiles were created with varying age, sex, ethnic background, social history, and medical history. The three patients were assigned primary medical specialties of respiratory, neurology, and oncology. For each patient, 20 documents were created by selecting and augmenting publicly available anonymised medical documents [27], as well as manually synthesising additional documents, to provide a patient EHR with a coherent chronological sequence of clinical events. Documents were varied and included discharge letters, outpatient clinic letters, operation notes, and general practice (GP) referral letters. To imitate real-world medical text, common misspellings, abbreviations and acronyms were included in the text, using investigator clinical experience (HW) and reference papers [13].

Clinical scenarios and question generation

For each task, clinical scenarios were designed to focus on real-world situations where information can be extracted from patient notes. To ensure the tasks were comparable across patients (and therefore interventions), a master template of 10 questions prompting IR was created, which was then tailored to fit each patient scenario. Questions were inspired by past medical exam questions [28] and investigators’ clinical experience (HW, FM). Requested information resembled that required in typical clinical workflows to support clinical decision-making. Care was taken to ensure task questions tested search function and not clinical knowledge or judgement, therefore all answers could be found by searching the respective patient’s notes. Questions required a mixture of multiple choice and free text responses. Examples of scenarios and corresponding questions for each patient can be seen in Figure 2.
<table>
<thead>
<tr>
<th>Patient</th>
<th>Clinical Scenario Example</th>
<th>Question Examples</th>
<th>Answer Types</th>
</tr>
</thead>
</table>
| 1       | You’re worried this may be an exacerbation of a previously present infection. After sending the patient for a chest X-ray and taking bloods, you continue to search for some more information. | Does this patient have a **history of respiratory infection** during the months December 2020-February 2021? | Select one of the following:  
  • Yes  
  • No  
  • Information not available |
|         |                           | Why was the patient’s **nitrofurantoin** stopped? | Free-text |
| 2       | Patient presents to the Emergency Department with **confusion** and **acute stroke-like symptoms**. His son reports 2 previous “mini-strokes”. You are an ED registrar and send him for a CT head, as per protocol. While waiting for the results you search his history for other contraindications to thrombolysis treatment. | Does the patient have a history of **head trauma or stroke** between November 2020 and February 2021 (inclusive)? | Select one of the following:  
  • Yes  
  • No  
  • Information not available |
|         |                           | Search the notes to find the **dates** of the aforementioned “mini-strokes” (e.g. transient ischaemic attacks). | Free-text |
| 3       | You are the new oncologist at the clinic seeing this patient for review. Prior to the appointment you want to **check her history** by accessing her notes so you can adequately prepare yourself for the consultation. | What is the patient’s **cancer diagnosis**? | Free-text |
|         |                           | Does this patient have a history of any of the following **conditions**? | Select all that apply:  
  • Metastases  
  • Hypertension  
  • Epilepsy  
  • Asthma  
  • None of the above |

**Figure 2:** Examples of clinical scenarios for each patient and their corresponding question-answer options.

Scenarios aimed to simulate a standard clinical workflow, providing context for the questions.

2.3 Study Design
The clinical evaluation pipeline was structured as a prospective crossover trial design. Evaluators were banded based on their level of clinical experience before being assigned pseudonymised evaluator IDs that were used for the remainder of the study and analysis. Evaluators in each band were then randomly allocated across the three study groups using a random number generator. This yielded three groups stratified for level of clinical experience. Each group had a predetermined order of search functionality; once the three tasks had been completed using the allocated search order, evaluators were asked to fill out a feedback survey that focused on their user experience.

2.4 Evaluator Recruitment and Training
Recruitment for the study was accomplished via professional contacts and advertising on social media channels to reach evaluators from a variety of clinical specialties and years of clinical experience.
A training video was provided to evaluators, which comprised a brief introduction to the study, demonstrations of the three search interventions within the patient-centric viewer and detailed instructions on how to complete the evaluation. An example patient with a small set of curated medical documents was also provided for training, on which evaluators could familiarise themselves with the capabilities of the different search functionalities.

2.5 Data Collection
Evaluators were provided with secure remote access to the evaluation environment (Figure 3), allowing the evaluation to be performed remotely from personal machines. Using this setup, evaluators could view the patient-centric viewer and the Evaluation Platform. Answers had to be inputted sequentially on the Evaluation Platform, which did not allow evaluators to return to a question once they had submitted an answer.

During each task, the evaluators submitted answers to the task questions through the Evaluation Platform. To ensure accurate recording of task times, evaluators were asked to do each task in one go, and to take breaks between tasks rather than during tasks. Evaluators were free to spend as long as they needed on each task. In addition, a search log was kept that recorded the search terms entered by the evaluator along with the search functionality used, plus the time spent on each question.
Figure 3: Screenshot of evaluation environment during a task. Evaluators only had permission to view the two relevant sites: the patient-centric viewer (left) and Evaluation Platform (right). The patient-centric viewer contains the synthetic patient documents for a given patient (in this case “Joseph Williams”) with “hba1c” as the search term. The Evaluation Platform detailed the clinical scenarios, task-specific instructions, along with the question-and-answer sections.

2.6 Data Analysis

Exclusion criteria
Data was excluded where search logs showed that evaluators had used an incorrect search functionality for a given task.

Question marking
Two clinical investigators (EP, HW) came to a consensus on the correct answers for each question. Answers were then clustered depending on the document in which they were located, and marks were awarded for finding each relevant area of correct documents. For example, if 3 pieces of clinical information across 2 unique documents were required to correctly answer a question, then 2 marks were awarded if the correct answer was inputted as the evaluator had successfully found both documents. Questions were weighted equally.
**Statistical analysis**

Data analysis was performed using custom Python code. For all metrics, samples were weighted to compensate for imbalances in group size (see Section 3.1). Paired two-tailed t-tests were performed to determine if there was a significant difference in timing and accuracy between 1) string search and no search, 2) NLP-enhanced search and no search, and 3) NLP-enhanced search and string search.

**Search term analysis**

Following the study, search term logs were analysed to extract the number and pattern of search terms for each type of search.

### 3 Results

#### 3.1 Evaluator Demographics and Group Stratification

In total, 60 evaluators were recruited with multiple levels of clinical experience from medical students to doctors, and from 9 specialties ranging from vascular surgery to general practice. Of 60 recruited evaluators, 44 evaluators completed the tasks; 35 were included in the final analysis (Table 1), whilst 9 were excluded. Evaluators were excluded from the quantitative analysis if their data was corrupted (n = 2) or they completed the tasks incorrectly (n = 7), for example by using the wrong search functionality for a given task. From the original 20 evaluators per group, this gave n = 7 (Group 1), n = 13 (Group 2) and n = 15 (Group 3) successful completions. There were 42 responses to the feedback survey. Table 1 shows the final distribution of clinical experience across the groups.

**Table 1**: Summary table showing the allocation across clinical bands and study groups.

<table>
<thead>
<tr>
<th>Clinical band</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Medical students</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Pre-clinical (years 1 – 3)</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>• Clinical (years 4 – 6)</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td><strong>Doctors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.2 Effect of search functionality on speed and accuracy of task completion

Results are shown in Tables 2 and 3. Overall, NLP-enhanced search facilitated significantly more accurate task completion than both string search (p=0.01) and no search (p=0.05). In terms of speed, NLP-enhanced search and string search gave significantly faster task completion compared to no search (p=0.05); there was no significant time difference between string search and NLP-enhanced search.

**Table 2:** Accuracy and time for different search functionalities, showing μ=mean (SD=standard deviation).

<table>
<thead>
<tr>
<th>Search functionality</th>
<th>Accuracy (%)</th>
<th>Time per task (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>μ=82.0 (SD=14.2)</td>
<td>μ=20.2 (SD=16.1)</td>
</tr>
<tr>
<td>String</td>
<td>μ=83.7 (SD=10.8)</td>
<td>μ=17.0 (SD=10.3)</td>
</tr>
<tr>
<td>NLP-enhanced</td>
<td>μ=88.1 (SD=9.13)</td>
<td>μ=17.8 (SD=11.5)</td>
</tr>
</tbody>
</table>

**Table 3:** Pairwise comparison between different search functionalities, showing mean difference +/- standard error and p-value significance level.

<table>
<thead>
<tr>
<th>Search functionality pairwise comparison</th>
<th>Mean Accuracy increase</th>
<th>Mean Time difference (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None vs String</td>
<td>1.72 (2.10%) +/- 3.05, not significant</td>
<td>-3.22 (-15.9%) +/- 1.74, p=0.05</td>
</tr>
<tr>
<td>None vs NLP-enhanced</td>
<td>6.03 (7.44%) +/- 3.00, p=0.05</td>
<td>-2.34 (-11.6%) +/- 1.35, p=0.05</td>
</tr>
<tr>
<td>String vs NLP-enhanced</td>
<td>4.30 (5.26%) +/- 1.92, p=0.01</td>
<td>0.881 (5.18%) +/- 0.868, not significant</td>
</tr>
</tbody>
</table>
3.3 Analysis of search terms employed by evaluators

Analysis of the logged search terms (Table 4) revealed that evaluators tried almost twice as many search terms when using string search compared to NLP-enhanced search, and uptake of string search was slightly lower than NLP-enhanced search i.e., the percentage of questions for which no searches were performed was higher for string search.

Table 4: Analysis of used search terms, showing: the percentage of answers that used search, and the number of search terms for each of these answers i.e., μ=mean (SD=standard deviation). Best results shown in bold.

<table>
<thead>
<tr>
<th></th>
<th>Answers using Search (%)</th>
<th>Number of Search Terms per Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>String Search</td>
<td>83.7</td>
<td>3.51 (SD = 2.91)</td>
</tr>
<tr>
<td>NLP-enhanced Search</td>
<td>95.1</td>
<td>2.05 (SD = 1.49)</td>
</tr>
</tbody>
</table>

The higher number of search terms required for string search might intuitively be explained by the user needing to try multiple synonyms to find relevant information. For instance, for the question “Does the patient have a history of stroke?” in the text there were 4 negative mentions scattered through the documents: “does not look like she has a stroke”, “No TIA or CVA”, “No CVA” and “No CVA” (TIA = transient ischaemic attack; CVA = cerebrovascular accident). NLP-enhanced search found all mentions with the search term “stroke” (which was the only term that evaluators tried), but string search evaluators also tried “TIA”, “CVA”, “neurological”, “history” and “infarction” in their efforts to find all relevant information. Interestingly, we see that evaluators were sometimes searching for neighbouring words (“history”, “neurological”) most likely as a method to bypass the possible variation in textual mentions. Further, string search does not match spelling variants (or misspellings) and therefore evaluators sometimes tried different spellings e.g., for the question “Is the patient currently on full-dose anticoagulant treatment?”, both “anti-coagulant” and “anticoagulant” were tried as successive search terms by evaluators using string search.
This analysis also highlighted that the strict parameter settings for string search meant that search terms matched only to whole words, not to substrings and thus evaluators could not search with a prefix. We see some evidence of evaluators adjusting to this e.g., searching first for “anticoag” and then “anticoagulant”, or searching for both “smoke” and “smoker”, and this also increases the number of search terms tried.

3.4 User perceptions of NLP-enhanced search

User perceptions were assessed via the feedback survey which included a mix of Likert scale ratings, from “strongly disagree” to “strongly agree”, and free text responses. Below we summarise responses to four questions.

**How was NLP-enhanced search perceived?** Most respondents positively described the capabilities of NLP-enhanced search, noting its identification of misspellings, wordforms and synonyms, though some reported that NLP-enhanced search returned too many findings (“[NLP-enhanced] search was very clever and thorough but could return 100 results”). However, when rating the efficacy of NLP-enhanced search, 76% of respondents thought any unrelated findings, i.e., *false positives*, did not significantly impact the usefulness of the search algorithm.

**Is NLP-enhanced search better than string search?** 81% of respondents agreed that NLP-enhanced search facilitated more relevant IR than string search. However, many commented that the string search capabilities within the patient-centric viewer were more limited than they were accustomed to on everyday devices, stating that “*string search was too discriminatory*” (the parameter settings meant that only whole word matches were returned, not substrings, as discussed in Section 3.3).

**Would NLP-enhanced search make clinical workflows more efficient?** 93% (39 out of 42) respondents agreed that NLP-enhanced search would make clinical workflows more efficient than string search, in particular during clinics and clerking of patients. Free text feedback reflected this, with respondents reporting that NLP-enhanced search was useful and less time-consuming when compared to string search or no search when retrieving specific information. One evaluator commented “*the [NLP-enhanced] search tool made it significantly easier for me to find the information I was looking for and also quicker*”. On the other hand,
respondents further reported that NLP-enhanced search would not always be the best method for situations where a comprehensive overview of a patient is needed. In this case, assimilating information using manual review (no search) would be more effective. One evaluator said, “I felt that using the [NLP-enhanced] search tool meant I wasn’t focussing on the case as much but just looking for words”. A common opinion was that NLP-enhanced search would be a useful addition to manual review for clinical tasks.

**Would NLP-enhanced search reduce cognitive load?** Respondents frequently mentioned that NLP-enhanced search made it easier to retrieve the information they were looking for, with one evaluator stating that “[NLP-enhanced] search is an excellent tool for a quick way to filter through relevant information”. While a few mentioned that too many results were returned, respondents also reported that going through the relevant findings was easier and preferable to a full manual review of the notes, with manual review being described as “tedious”, “painstaking” and “very easy to miss vital information”. One evaluator commented that NLP-enhanced search could “improve the workload of an already overworked profession”.

4 Discussion
Our results showed a significant increase in accuracy when NLP-enhanced search was used compared to string search and no search, whilst both NLP-enhanced search and string search offered time savings. There was a perception of easier navigation from evaluators and a measured decrease in required interactivity in the case of NLP-enhanced search (lower number of search terms compared to string search). We caveat this conclusion with the observation that the strict parameter settings of string search meant search terms matched only to whole words, not substrings; this increased the number of terms that evaluators used and potentially reduced the search accuracy, compared to a string search version that matches also to substrings.

There is limited literature on the potential impact of EHR search tools on day-to-day clinical care [29]. Our results support those of previous studies [20-22] which find that semantic search tools allow faster and more accurate EHR task completion in simulated clinical workflows. A related study showed Artificial Intelligence-optimised patient records to give speed improvements in answering clinical questions whilst maintaining the same accuracy [30]. Interestingly, the impact of the patient record search engine MorphoSaurus has been measured in a real clinical setting [31], albeit with user surveys only. This method would have had the benefit
of involving real-world stresses such as task interruptions and time pressure, as well as the key element of patient interaction. Importantly, however, our method of using a controlled simulated clinical environment enabled us to control for variables such as distractions or interruptions, as well as variation in the complexity and length of medical records. Additionally, our crossover design controlled for individual participants’ ability, experience and diligence. This enabled robust comparison of quantitative and qualitative data for each search type, while minimising the impact of confounding factors.

Overall, evaluator feedback suggested that the optimum approach to navigating clinical notes is a hybrid of manual browsing and search, depending on the context. In the real-world, NLP-enhanced search is likely best employed as a complementary tool to aid clinical users in navigating clinical notes, with the ability to manually parse and ingest relevant facts from a complex medical history remaining important.

5 Conclusion
In conclusion, this study suggests that search tools have a positive effect on both the measured and perceived accuracy and ease of clinical IR. Search tools that can leverage NLP techniques are more effective for retrieving all relevant terms from heterogeneous medical free text. There is potential to reduce clinicians’ cognitive burden and make clinical workflows more efficient. A critical direction for future research is to assess the use of search tools in real-world clinical practice.
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