Deep learning to estimate gestational age from blind ultrasound sweeps of the gravid abdomen
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ABSTRACT

Background: Ultrasound is indispensable to gestational age estimation, and thus to quality obstetric care, yet high equipment cost and need for trained sonographers limit its use in low-resource settings.

Methods: From September 2018 through June 2021, we recruited 4,695 pregnant volunteers in North Carolina and Zambia and obtained blind ultrasound sweeps (cineloops) of the gravid abdomen alongside standard fetal biometry. We trained a neural network to estimate gestational age from the sweeps and, in three test sets, assessed performance of the model and biometry against previously established gestational age.

Results: In our main test set, model mean absolute error (MAE) was 3.9 days (standard error [SE] 0.12) vs. 4.7 days (SE 0.15) for biometry (difference -0.8 days; 95% CI -1.1, -0.5; p<0.001). Results were similar in North Carolina (difference -0.6 days, 95% CI -0.9, -0.2) and Zambia (-1.0 days, 95% CI -1.5, -0.5). Findings were supported in the test set of women who conceived by in vitro fertilization (model MAE 2.8 days [SE 0.28] vs. 3.6 days [SE 0.53] for biometry; difference -0.8 days, 95% CI -1.7, 0.2), and in the set of women from whom sweeps were collected by untrained users with low-cost, battery-powered devices (model MAE 4.9 days [SE 0.29] vs. 5.4 days [SE 0.28] for biometry; difference -0.6, 95% CI -1.3, 0.1).

Conclusions: Our model estimated gestational age more accurately from blindly obtained ultrasound sweeps than did trained sonographers performing fetal biometry. These results presage a future where all pregnant people – not just those in rich countries – can access the diagnostic benefits of sonography.
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INTRODUCTION

Accurate estimation of gestational age is fundamental to quality obstetric care. Gestational age is established as early as feasible in pregnancy and then used to determine the timing of subsequent care. Providers use gestational age to interpret abnormalities of fetal growth, make referral decisions, intervene for fetal benefit, and time delivery. By convention, gestational age is expressed as the time elapsed since the start of the last menstrual period (LMP). Although easily solicited, self-reported LMP has long been recognized as problematic. Some women may be uncertain of the LMP date. Some (perhaps most) will have a menstrual cycle that varies from the “normal” 28-day length with ovulation on day 14. It is therefore best practice to confirm gestational age dating with an ultrasound exam in early pregnancy. This is achieved by fetal biometry, the measuring of standard fetal structures and applying established formulas.

Although ubiquitous in industrialized regions, obstetric ultrasound is infrequently used in low- and middle-income countries. Reasons for this disparity include the expense of traditional ultrasound machines, their requirement of reliable electrical power, the need for obstetrics-trained sonographers to obtain images, and the need for expert interpretation. However, two recent developments offer solutions to these obstacles. The first is the availability of low-cost, battery-powered ultrasound devices. There are now more than a dozen manufacturers of low cost probes that can be used with a smart phone or tablet. The second innovation is recent advances in the field of computer vision. Deep learning algorithms are increasingly capable of interpreting radiologic images and these models can be deployed on mobile devices.

METHODS

The Fetal Age Machine Learning Initiative (FAMLI) is an ongoing project that is developing technologies to expand obstetric ultrasound access to low-income settings. Prospective data collection commenced in September 2018 at two sites in Chapel Hill, North Carolina, USA and in January 2019 at two sites in Lusaka, Zambia. We enroll women who are at least 18 years old, have a confirmed single intrauterine pregnancy, and provide written informed consent. The study protocol is approved by the relevant ethical authorities at the University of North Carolina and the University of Zambia.

Sonography

Each site employs certified sonographers for ultrasound procedures. Participants are recruited during prenatal care and complete a single study visit with no required follow-up; however, we do allow repeat study visits no more frequently than bi-weekly. Evaluation is conducted with a commercial ultrasound machine (multiple makes and models; Table S1). We perform fetal biometry by crown rump length (if <14 weeks) or biparietal diameter, head circumference, abdominal circumference, and femur length (if ≥14 weeks). Each fetal structure is measured twice and the average taken.

During the same examination we also collect a series of blind sweep cineloops. These are free-hand sweeps, approximately 10 seconds in length, across the gravid abdomen in multiple directions and probe configurations. Cranio-caudal sweeps start at the pubis and end at the level of uterine fundus with the probe indicator facing toward the maternal right either perpendicular (90 degrees) or angled (15 and 45 degrees) to the line of probe movement. Lateral sweeps are performed with the probe indicator facing superiorly, starting just above the pubis and sweeping from the left to the right lateral uterine borders and moving cephalad to the uterine fundus. Complete sets of blind sweeps are collected by the study sonographer on both the commercial ultrasound machine and a low-cost, battery-powered device (Butterfly iQ; Guilford, CT, USA). In June 2020, we began collecting a third series of sweeps at the Zambia sites. These “novice blind sweeps” are obtained by a nurse midwife with no training in sonography and include three sweeps in the craniocaudal axis and three in the lateral axis with the low-cost probe. Prior to obtaining the sweeps, the novice measures the participant’s symphysial-fundal height and sets the depth parameter on the ultrasound device as follows: fundus not palpable = 11 cm depth; fundus palpable but <25 cm = 13 cm depth; fundus ≥25 cm = 15 cm depth.

Except for a small number of participants who conceived by in vitro fertilization, ground truth gestational age is established by the first ultrasound received. At the North Carolina sites, women present early in pregnancy and gestational age is set according to the American College of Obstetricians and Gynecologists practice guidelines, which incorporate fetal biometry from the first scan and the reported LMP. At the Zambia sites, women present later in pregnancy and the LMP is less reliable. We thus assign gestational age based solely upon the results of the first scan, an approach that antedates the FAMLI protocol.

Training, tuning, and testing datasets

Participants with viable single pregnancies enrolled between September 2018 and June 2021 were included (Figure 1). We applied participant-level exclusions to women whose available medical records did not allow a ground truth gestational age to be established. We applied visit-level exclusions to study scans that (a) did not contain at least two blind sweep cineloops, (b) had missing pixel spacing metadata, or (c) were conducted before 9 weeks of gestation (because they were too infrequent to allow model training). After applying exclusions, we apportioned the remaining data into five non-overlapping groups of participants to develop the deep learning model (training and tuning sets) and evaluate its performance (three test sets).
After applying participant and visit-level exclusions, we created 2 training sets to develop and tune the deep learning model and 3 test sets to assess its performance. To be eligible for inclusion in a test set a participant must have been dated by a prior scan or in vitro fertilization (IVF). The IVF test set comprises all participants who conceived by IVF. The novice test set comprises all participants in whom at least one study visit included sweeps collection by a novice user on a low-cost device. The main test set was selected at random from among all remaining eligible participants. Some participants apportioned to the test sets had contributed more than one study scan; in such cases we selected a single study scan at random. The training sets comprise all participants who remain after creation of the test sets and were split randomly, by participant, in a 4:1 ratio, into a main training set and a tuning set.

The three test sets were created first. The IVF test set comprises women who conceived by *in vitro* fertilization (and thus whose gestational age was known with certainty); all were enrolled in North Carolina. The novice test set contains participants who contributed at least one study scan from the novice blind sweep protocol; all were enrolled in Zambia. Our primary assessments are made on an independent main test set, which was created as a simple random sample of 30% of eligible women who remained after creation of the other test sets. It includes participants from both Zambia and North Carolina. After establishing the participant members of each test set, we ensured that each woman contributed only a single study scan to her respective test set through random selection (Figure 1). Sensitivity analyses that include all participant study scans are presented in the Appendix.

To be included in a test set, a pregnancy had to be dated by either a prior ultrasound or *in vitro* fertilization; this establishes the ground truth against which both the deep learning model and biometry are measured. In Zambia, a single ultrasound provided by the FAMLI protocol may have been the only scan received. In North Carolina, a single ultrasound provided by the FAMLI protocol may have been conducted on the same day as the participant’s clinical dating ultrasound. In such cases without a prior ground truth benchmark, comparison of the model’s estimate to that of biometry is not possible. These women were thus only included in the datasets used for training. After creation of the three test sets, all remaining participants were randomly allocated in a 4:1 ratio into a main training set (80%) and a tuning set (20%).

**Technical methods of the deep learning model**

Our novel, end-to-end deep learning model takes blind sweep cineloops as input and provides a gestational age estimate as output. Details of the model architecture and constituent parts, including pre-processing steps, training procedure and parameters, and inference procedure are provided in the Appendix.
Table 1: Characteristics of participants in the combined training and tuning sets and in the three test sets

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Training &amp; Tuning Sets</th>
<th>Main Test Set</th>
<th>IVF Test Set</th>
<th>Novice Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N = 3509</td>
<td>N = 716</td>
<td>N = 47</td>
<td>N = 249</td>
</tr>
<tr>
<td>Age, median years (IQR)</td>
<td>28 (24, 33)</td>
<td>29 (25, 33)</td>
<td>37 (33,39)</td>
<td>27 (23, 30)</td>
</tr>
<tr>
<td>Body mass index (kg/m²)</td>
<td>24.7 (21.9, 28.5)</td>
<td>24.8 (22.1, 29.3)</td>
<td>24.6 (22.7, 28.1)</td>
<td>24.2 (21.8, 27.2)</td>
</tr>
<tr>
<td>&lt; 18–5</td>
<td>111 (3.1%)</td>
<td>18 (2.5%)</td>
<td>1 (2.1%)</td>
<td>7 (2.8%)</td>
</tr>
<tr>
<td>18–5–30</td>
<td>2552 (72.7%)</td>
<td>492 (68.7%)</td>
<td>34 (72.3%)</td>
<td>199 (79.9%)</td>
</tr>
<tr>
<td>&gt; 30</td>
<td>617 (17.6%)</td>
<td>146 (20.4%)</td>
<td>7 (14.9%)</td>
<td>22 (8.9%)</td>
</tr>
<tr>
<td>Parity, median (IQR)</td>
<td>2 (2, 4)</td>
<td>2 (1, 4)</td>
<td>2 (1, 4)</td>
<td>2 (2, 4)</td>
</tr>
<tr>
<td>GA at presentation, median weeks (IQR)</td>
<td>23.0 (13.7, 29.9)</td>
<td>15.1 (8.8, 24.1)</td>
<td>9.8 (8.0, 12.3)</td>
<td>23.7 (19.8, 27.4)</td>
</tr>
<tr>
<td>No. studies contributed, median (range)</td>
<td>1 (1, 13)</td>
<td>2 (1, 11)</td>
<td>1 (1, 6)</td>
<td>2 (2, 6)</td>
</tr>
<tr>
<td>Chronic hypertension, n (%)</td>
<td>195 (5.6%)</td>
<td>35 (4.9%)</td>
<td>0 (0%)</td>
<td>11 (4.4%)</td>
</tr>
<tr>
<td>Diabetes, n (%)**</td>
<td>60 (1.7%)</td>
<td>23 (3.2%)</td>
<td>6 (12.8%)</td>
<td>3 (1.2%)</td>
</tr>
<tr>
<td>HIV infection, n (%)</td>
<td>721 (20.5%)</td>
<td>140 (19.5%)</td>
<td>0 (0%)</td>
<td>38 (15.3%)</td>
</tr>
<tr>
<td>Syphilis in pregnancy, n (%)</td>
<td>81 (2.3%)</td>
<td>23 (3.2%)</td>
<td>0 (0%)</td>
<td>7 (2.8%)</td>
</tr>
<tr>
<td>Asthma</td>
<td>194 (5.5%)</td>
<td>59 (8.2%)</td>
<td>8 (17.0%)</td>
<td>3 (1.2%)</td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>80 (2.3%)</td>
<td>14 (2.0%)</td>
<td>0 (0%)</td>
<td>2 (0.8%)</td>
</tr>
<tr>
<td>Alcohol use during pregnancy</td>
<td>416 (11.9%)</td>
<td>146 (20.4%)</td>
<td>13 (27.7%)</td>
<td>17 (6.8%)</td>
</tr>
<tr>
<td>Tobacco use during pregnancy</td>
<td>74 (2.1%)</td>
<td>37 (5.2%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Pregnancy conceived by in vitro fertilization</td>
<td>2 (0.1%)</td>
<td>0 (0%)</td>
<td>47 (100%)</td>
<td>0 (0%)</td>
</tr>
</tbody>
</table>

a Missing height prevents BMI calculation of 5 in IVF test set, 21 in novice test set, 60 in main test set, 230 in combined training sets
b Includes both pregestational and “prevalent gestational” (i.e., a participant who would go on to develop gestational diabetes after her last study scan is not counted as diabetic here)

**Statistical assessment of diagnostic accuracy**

Predictive performance of both the model and the biometry is assessed by comparing each approach’s estimate to the previously established ground truth gestational age. The absolute difference between these quantities is the absolute error of the prediction. We report the mean absolute error (MAE) with its standard error, along with the root mean squared error (RMSE) of each approach. We use a paired t-test to assess the mean of the pairwise difference between the model absolute error and the biometry absolute error (|Model Error| - |Biometry Error|). Our null hypothesis was that the mean of this pairwise difference is zero; a negative mean of the pairwise difference whose 95% confidence interval does not include zero would indicate the model to be superior. We compare the model MAE to that of biometry in the overall test datasets and in subsets by geography (Zambia vs North Carolina) and trimester (defined as ≤97 days, 98–195 days, ≥196 days). We also plot the empirical cumulative distribution function (CDF) for the absolute error produced by the model and the biometry. From this empirical CDF, we compare the proportion of study scans in which the absolute error is <7 days and <14 days for the model vs. biometry, using McNemar’s test. Wald-type 95% confidence intervals for the difference in proportions are also computed. Finally, for the novice test set only, we present the diagnostic accuracy of LMP reported at the first patient visit, since this is the relevant comparator for implementation of this technology in low-resource settings.

**RESULTS**

From September 2018 through June 2021, 4,695 participants contributed 8,775 ultrasound studies at the four research sites (Figure 1). After applying participant- and visit-level exclusions, we created the three test sets as follows: 712 participants (from both North Carolina and Zambia) formed the main test set; 47 participants (all from North Carolina) formed the IVF test set; 249 participants (all from Zambia) formed the novice test set. As outlined above, participants were allowed to contribute only a single study scan (chosen at random) to their respective test set. The 3,509 participants who remained after creation of the test sets were randomly apportioned into the main training and tuning sets in a 4:1 ratio. Collectively, these women contributed 5,958 study scans containing 109,806 blind sweeps containing 21,264,762 individual image frames for model training and tuning. Baseline characteristics of women included in the combined training sets and the three test sets are presented in Table 1.
### Table 2: Gestational age estimation of deep learning model compared to sonographer in the main test set and IVF test set

<table>
<thead>
<tr>
<th></th>
<th>Main Test Set (n = 716)</th>
<th>IVF Test Set (n = 47)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Biometry</td>
</tr>
<tr>
<td>Mean Absolute Error (SE), days</td>
<td>3.9 (0.12)</td>
<td>4.7 (0.15)</td>
</tr>
<tr>
<td>Root Mean Square Error, days</td>
<td>5.1 (0.18)</td>
<td>6.1 (0.19)</td>
</tr>
<tr>
<td>1st trimester MAE (SE), days</td>
<td>2.1 (0.19)</td>
<td>2.0 (0.23)</td>
</tr>
<tr>
<td>2nd trimester MAE (SE), days</td>
<td>3.1 (0.16)</td>
<td>3.3 (0.17)</td>
</tr>
<tr>
<td>3rd trimester MAE (SE), days</td>
<td>4.7 (0.18)</td>
<td>6.0 (0.22)</td>
</tr>
<tr>
<td>Absolute Error &lt; 7 days (SE), %</td>
<td>86.0 (1.3)</td>
<td>77.0 (1.6)</td>
</tr>
<tr>
<td>Absolute Error &lt; 14 days (SE), %</td>
<td>98.9 (0.4)</td>
<td>96.9 (0.6)</td>
</tr>
<tr>
<td>North Carolina MAE (SE), days</td>
<td>3.4 (0.15)</td>
<td>4.0 (0.20)</td>
</tr>
<tr>
<td>Zambia MAE (SE), days</td>
<td>4.4 (0.19)</td>
<td>5.4 (0.22)</td>
</tr>
</tbody>
</table>

*aThe main test set comprises a 30% random sample of participants who are dated by a prior ultrasound and who are not included in the IVF or novice test sets; participants enrolled in either North Carolina or Zambia; blind sweeps and fetal biometry were collected by a sonographer on a commercial ultrasound machine. bThe IVF test set comprises all studies conducted in women who conceived by in vitro fertilization; all participants were enrolled in North Carolina; blind sweeps and fetal biometry were collected by a sonographer on a commercial ultrasound machine. cTrimesters defined as ≤97 days, 98–195 days, ≥196 days; MAE = mean absolute error*

**Model versus biometry in the main test set and IVF test set (Table 2; Figure 2)**

In the main test set, the deep learning model outperformed biometry: overall model MAE 3.9 days (SE 0.12) versus biometry MAE 4.7 days (SE 0.15); difference -0.8 days (95% CI: -1.1, -0.5); p<0.001. The observed difference manifested primarily in the third trimester, where the mean of the pairwise difference in absolute error was -1.3 days (95% CI: -1.8, -0.8; p < 0.001). Based on the empirical cumulative distribution function (CDF), the proportion of study scans that were correctly classified within 7 days was higher for the model than for biometry (86.0% vs 77.0%; difference 9.1%; 95% CI: 5.7%, 12.5%; p<0.001). The model similarly outperformed biometry using a 14 day classification window (98.9% vs 96.9%; difference 2.0%; 95% CI: 0.5%, 3.4%; p=0.01).

Among the 47 study scans in the IVF test set, the model MAE was 2.8 days (SE 0.28) compared to MAE of 3.6 days (SE 0.53) for biometry (difference = -0.8 days; 95% CI: -1.7, 0.2; p = 0.10). As was observed in the main test set, the difference was most pronounced in the third trimester where the estimated mean of the pairwise difference in absolute error was -2.0 days. Based on the empirical CDF, the proportion of study scans that were correctly classified within 7 days was higher for the model than for biometry (95.7% vs 83.0%).

---

**Figure 2: Gestational age estimation of deep learning model compared to trained sonographer in the main and IVF test sets**

*a dashed horizontal lines represent expected accuracy of ultrasound biometry*
Owing to the small sample size in our IVF test set, we did not perform statistical tests on the difference by trimester or the difference in proportion. Both model and biometry correctly categorized 100% of cases within 14 days (Table 2).

**Model versus biometry and LMP in the novice test set (Table 3; Figure 3)**

The novice test set contains 249 sets of blind sweeps obtained on a low-cost, battery-powered device by an untrained user. As above, we compared model estimates to biometry obtained by a trained sonographer on a commercial ultrasound. But we also compared the model estimates to the gestational age that would have been calculated had only the LMP been available (as is overwhelmingly the case in Zambia). In the novice test set, the model and biometry performed similarly: overall model MAE 4.9 days (SE 0.29) versus biometry MAE 5.4 days (SE 0.28); difference -0.6 days (95% CI: 1.3, 0.1); p=0.11. However, when compared to LMP, the model was clearly superior: model MAE 4.9 days (SE 0.29) versus LMP MAE 17.4 days (SE 1.17); difference -12.7 days (95% CI: -15.0, -10.3); p<0.001. Based on the empirical CDF, the proportion of study scans that were correctly classified within 7 days was substantially higher for the model than for LMP (71.9% vs 40.1%; difference 31.8% [95% CI 28.0%, 44.2%]; p<0.001). The model similarly outperformed LMP using a 14-day classification window (94.8% vs 55.1%; difference 40.5% [95% CI 33.9%, 47.1%]; p<0.001).

**Table 3: Gestational age estimation of deep learning model compared to trained sonographer in the novice test set**

<table>
<thead>
<tr>
<th></th>
<th>Mean Absolute Error (SE), days</th>
<th>Root Mean Square Error, days</th>
<th>1st and 2nd trimester c,d MAE (SE), days</th>
<th>3rd trimester c,d MAE (SE), days</th>
<th>Percent Absolute Error &lt; 7 days (SE)</th>
<th>Percent Absolute Error &lt; 14 days (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>4.9 (0.29)</td>
<td>6.7 (0.44)</td>
<td>3.7 (0.39)</td>
<td>5.3 (0.37)</td>
<td>75.1 (2.7)</td>
<td>95.6 (1.3)</td>
</tr>
<tr>
<td>Biometry</td>
<td>5.4 (0.28)</td>
<td>7.0 (0.54)</td>
<td>4.2 (0.38)</td>
<td>5.9 (0.36)</td>
<td>71.9 (2.8)</td>
<td>94.8 (1.4)</td>
</tr>
<tr>
<td>LMP b</td>
<td>17.4 (1.17)</td>
<td>24.7 (1.68)</td>
<td>17.2 (2.25)</td>
<td>17.5 (1.37)</td>
<td>40.1 (3.3)</td>
<td>55.1 (3.3)</td>
</tr>
<tr>
<td>Difference Model vs Biometry (95% CI)</td>
<td>-0.6 (-1.3, 0.1)</td>
<td>-0.3 (-1.7, 1.0)</td>
<td>-0.4 (-1.2, 0.3)</td>
<td>-0.6 (-1.6, 0.3)</td>
<td>3.2 (-3.3, 9.7)</td>
<td>0.8 (-2.9, 4.5)</td>
</tr>
<tr>
<td>Difference Model vs LMP b (95% CI)</td>
<td>-12.7 (-15.0, -10.3)</td>
<td>-18.1 (-21.5, -14.7)</td>
<td>-13.7 (-18.4, -9.1)</td>
<td>-12.3 (-15.1, -9.5)</td>
<td>36.1 (28.0, 44.2)</td>
<td>40.5 (33.9, 47.1)</td>
</tr>
</tbody>
</table>

* The **novice test set** comprises all participants who contributed at least one set of blind sweeps performed by a novice user on a low-cost, battery-powered device; all participants enrolled in Zambia; expert biometry was performed by a sonographer on a commercial machine. *22 participants who could not recall their last menstrual period are excluded. *3 Trimesters defined as ≤97 days, 98–195 days, ≥196 days. *4 Only 2 studies in the 1st trimester; 62 studies in the 2nd trimester. MAE = mean absolute error; SE = standard error; CI = confidence interval; LMP = last menstrual period.

**DISCUSSION**

Quality obstetric care requires accurate knowledge of gestational age. We built a deep learning model that can perform this critical assessment from blindly obtained ultrasound sweeps of the gravid abdomen. Expressed as mean absolute error or as the proportion of estimates that falls within 7 or 14 days of a previously defined ground truth gestational age, the model performance is superior to that of a trained sonographer performing fetal biometry on the same day. Results were consistent across geographical sites and supported in a test set of women who conceived by IVF (whose gestational age is unequivocal) and in a test set of women from whom the ultrasound blind sweeps were obtained by a novice provider using a low-cost, battery-powered device.

This research addresses a critical shortcoming in the delivery of obstetrical care in low- and middle-income countries. The Lusaka public sector is typical of care systems across the African sub-continent and parts of Asia in that few women have access to ultrasound pregnancy dating and the median gestational age at presentation is 23 weeks (IQR 19, 26). This means that each year in the city of Lusaka, more than 100,000 pregnancies must be managed with an unacceptably low level of gestational age precision (Figure 3). The availability of a resource-appropriate technology that could accurately assign gestational age in the late second and third trimesters could be transformative in Lusaka and similar settings around the world.

Recent years have seen an explosion in the application of deep learning to healthcare, particularly the interpretation of medical images. Successful projects to date have leveraged extend clinical datasets and trained machine learning algorithms on ideally-obtained single images (e.g., ocular fundus, breast, skin) that have been annotated by human experts. In contrast, our study collects thousands of images from each participant in the form of blind sweeps. Each cineloop frame in the sweep is itself a two-dimensional ultrasound image that is provided to the neural network during training. Although most of these frames would be considered clinically sub-optimal views, the sheer number of them (more than 21 million) provides a comprehensive picture of the developing fetus from every conceivable angle throughout gestation. Considered as individual images rather than participants or studies or sweeps, our training set is two orders of magnitude larger than most of the prior high-profile applications of deep learning to medical imaging. This may explain why the model so consistently outperforms expert biometry even when some of our training data include studies from women who present late for care and whose clinically established gestational age may be subject to measurement error.
Strengths of this study include its prospective nature, bespoke blind sweep sonography procedures, and inclusion of women from both high- and low-resource health care systems. We used several different makes and models of ultrasound scanners for data collection, a feature that likely bolsters the model’s generalizability. Although we did not deliberately impose a lower gestational age limit on enrollment, our dataset includes very few scans at < 9 gestational weeks and we thus are unable to make estimates below this threshold. Data were similarly sparse beyond 37 weeks (term gestation) and the model appears to systematically underestimate gestational age beyond this point in the novice test set. We note however that this limitation seems likely to affect only a minority of women – those who seek prenatal care but who have no visits between 9 and 37 weeks. From our prior population-based study of 115,552 pregnancies in Lusaka, under 1% of women would meet these criteria.10 Finally, we acknowledge that our blind sweep approach would be a sea change, and might be seen as a threat to obstetric ultrasound capacity building in low-resource settings. Nonetheless, our data suggest that at least for gestational age estimation, capacity building efforts may be better directed elsewhere, as our approach is robust, and because it would be made freely available, affordable and scalable.

Beyond gestational age determination, obstetrical ultrasound can diagnose a wide range of conditions that may result in preventable morbidity or death, including ectopic pregnancy, multiple gestation, placenta previa, fetal demise, growth restriction, disorders of amniotic fluid volume, abnormal fetal blood flow, malpresentation, and fetal anatomic anomalies. Whether any of these diagnoses would be amenable to a deep learning approach is unknown but ongoing vibrant research at the intersection of artificial intelligence and obstetric sonography is promising.20,21 Given the ever-expanding computational capacity of mobile devices and the real advances that have been made in low-cost sonography, it seems only a matter of time until the world’s most remote and under-resourced obstetrical services have access to the full diagnostic power of ultrasound.
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