Identification of Acute Respiratory Distress Syndrome subphenotypes denovo using routine clinical data: a retrospective analysis of ARDS clinical trials
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ABSTRACT

Rationale: The acute respiratory distress syndrome (ARDS) is a heterogeneous condition, and identification of subphenotypes may help in better risk stratification.

Objectives: Identify ARDS subphenotypes using new simpler methodology and readily available clinical variables.

Design: Retrospective Cohort Study of ARDS trials.

Setting: Data from the U.S. ARDSNet trials and from the international ART trial.

Participants: 3763 patients from ARDSNet datasets and 1010 patients from the ART dataset.

Primary and secondary outcome measures: The primary outcome was 60-day or 28-day mortality, depending on what was reported in the original trial. K-means cluster analysis was performed to identify subgroups. For feature selection, sets. Sets of candidate variables were tested to assess their ability to produce different probabilities for mortality in each cluster. Clusters were compared to biomarker data, allowing identification of subphenotypes.

Results: Data from 4,773 patients was analyzed. Two subphenotypes (A and B) resulted in optimal separation in the final model, which included nine routinely collected clinical variables, namely: heart rate, mean arterial pressure, respiratory rate, bilirubin, bicarbonate, creatinine, PaO₂, arterial pH, and FiO₂. Participants in subphenotype B showed increased levels of pro-inflammatory markers, had consistently higher mortality, lower number of ventilator-free days at day 28, and longer duration of ventilation compared to patients in the subphenotype A.
Conclusions: Routinely available clinical data can successfully identify two distinct subphenotypes in adult ARDS patients. This work may facilitate implementation of precision therapy in ARDS clinical trials.
ARTICLE SUMMARY

Strengths and limitations of this study

• Largest cohort of patients used to identify subphenotypes of ARDS patients.

• Subphenotypes were validated in the population of a large international ARDS randomized controlled trial.

• Subphenotypes were identified by using only routinely collected clinical data.

• Our use of data exclusively from randomized controlled trials does not prove generalizability to unselected ARDS populations.

• The clinical utility of the subphenotypes have to be validated in a prospective study.
INTRODUCTION

The Berlin definition of acute respiratory distress syndrome (ARDS) encompasses acute hypoxemic respiratory failure due to a wide variety of etiologies [1]. Due to this inclusion of heterogeneous conditions within the syndrome, there are significant clinical and biological differences that makes ARDS challenging to treat [2,3]. These differences amongst ARDS patients are associated with variation in risk of disease development and progression [3,4], potentially generating differential responses to treatments and interventions [5–10]. In spite of those evidences, clinical risk stratification of ARDS patients still solely depends on PaO\textsubscript{2}/FiO\textsubscript{2} ratios [11,12], possibly misleading the interpretation of results in clinical trials and clinicians when evaluating treatment options for patients [13].

Therefore, identifying groups of patients who have similar clinical, physiologic, or biomarker traits becomes relevant [6,14] as it can help with stratification of patients producing better targeted therapies and interventions [15]. These different groups can be defined as ARDS subphenotypes [4,14]. Two ARDS subphenotypes have been consistently identified in previous studies [6–10,16–18]. However, these models are complex, and significant barriers exist in their implementation and use in clinical practice. Existing models use up to 40 predictor variables, including biomarkers and other variables that are not readily available at the bedside [6–10,16–18]. These limitations explain the current status quo of ARDS care, where clinicians must depend on the limited prognostic value of PaO\textsubscript{2}/FiO\textsubscript{2} ratios instead of biologically distinct subphenotypes.
We hypothesized that the use of a simpler methodology and a small number of easily available clinical variables could identify new ARDS subphenotypes and thus provide the means to allow future implementation of bedside stratification.
METHODS

Data source and participants

We performed a retrospective study using a de-identified dataset pooling data from six randomized clinical trials in patients with ARDS, namely: ARMA, ALVEOLI, FACTT, EDEN, SAILS, and ART [19–24]. Patients in ARMA, ALVEOLI, FACTT, EDEN and SAILS trials were eligible if they met the American-European consensus for ARDS, including patients with a PaO2 / FiO2 ratio < 300 up to 48 hours before enrollment. From 1996 to 2013, these trials enrolled 902, 549, 1000, 1000, and 745 patients, respectively, and tested a variety of interventions [19–23]. Between 2011 and 2017 the international ART study enrolled 1010 adult patients diagnosed with moderate to severe ARDS according to the Berlin definition (PaO2 / FiO2 ratio < 200) for less than 72 hours of duration and assessed two different ventilatory strategies [24]. To avoid biases due to high mortality in the high tidal volume group of the ARMA study [19], which has not been standard of care since the beginning of 2000, only 473 patients receiving low tidal volume in that study were included.

Predictors

Six clinical trials were assessed to identify a set of clinical variables recorded closest to time of randomization which were most commonly available across all datasets. The list of potential candidates was then further refined to include only those that are frequently observed in the routine care of ARDS patients at the time of its diagnosis. In order to develop a clustering algorithm for potential rapid translation into clinical use, elements which would not be commonly found in the electronic health records (EHR) at the time of ARDS diagnosis, such as biomarker levels, ARDS risk factors, organ support apart
from mechanical ventilation settings, and severity scores, were excluded from model development. The treatment assignment in the original trials, and clinical outcomes were not considered in the model development.

After all assessment, 16 variables that are routinely collected as part of the usual care and which were uniformly present in all the trials were considered, including: age, gender, arterial pH, PaO₂, PaCO₂, bicarbonate, creatinine, bilirubin, platelets, heart rate, respiratory rate, mean arterial pressure, positive end-expiratory pressure (PEEP), plateau pressure, FiO₂, and tidal volume adjusted for predicted body weight (mL/kg PBW). The PBW was calculated as equal to 50 + 0.91 (centimeters of height – 152.4) in males, and 45.5 + 0.91 (centimeters of height – 152.4) in females [18]. These variables were grouped into five domains named demographics, arterial blood gases, laboratory values, vital signs, and ventilatory variables. Plateau pressure was excluded due to a high rate of missingness across the trials included in the training set. Amount of missing data in the training datasets is reported in eTable 1.

Outcomes

The primary outcome was 60-day mortality for all ARDSnet trials, and 28-day mortality for ART trial. Secondary outcomes included 90-day mortality, number of ventilator free days at day 28 [25], and the duration of mechanical ventilation in survivors within the first 28 days post enrollment.

Data preparation

Data preprocessing was performed before modeling, and the pooled dataset was assessed for completeness and consistency. Patients with values out of the plausible physiological range for a specific variable were excluded from the final analysis.
(described in eTable 2). The training dataset was constructed using data from the two largest ARDSnet trials, EDEN and FACTT. The validation dataset was sourced from the four remaining trials: ALVEOLI, ARMA, SAILS, and ART. Means and standard deviations for z-scoring variables were calculated from the training dataset and subsequently applied to the validation data.

**Statistical analysis**

Baseline and outcome data were presented according to the assigned cluster. Continuous variables were presented as medians with their interquartile ranges and categorical variables as total number and percentage. Proportions were compared using Fisher exact tests and continuous variables were compared using the Wilcoxon rank-sum test. Study outcomes were further compared using the median and mean absolute differences for continuous and categorical values, respectively.

**Model development and validation**

For the model development, the K-means clustering algorithm was used. K-means is one of the simplest and most commonly used classes of clustering algorithms. In critical care research, unsupervised machine learning techniques have already been used in several studies, attempting to find homogeneous subgroups within a broad heterogeneous population [26]. This specific algorithm identifies a K number of clusters in a dataset by finding K centroids within the n-dimensional space of clinical features [26].

For feature selection, different sets of candidate variables were tested to assess their ability to produce significantly different mortality probabilities in each cluster using the minimum amount of readily available clinical data. For each set of candidate
variables, the optimal number of clusters was determined by comparing models with between 2 and 5 clusters, using the Elbow method [27] and the Calinski-Harabasz index [28]. Information about the methods for selecting number of clusters are provided in the supplemental material.

The following steps were performed for the final model selection: 1) all predictors were assessed for correlation (eTable 3); and 2) ten different combinations of the proposed variables were investigated. These combinations were developed based on the perceived clinical importance of each variable and its combinations. All 10 models were tested for the optimal number of clusters and based on both the Elbow method and the Calinski-Harabasz index, as described above. The models were then compared, aiming for the minimum set of variables with high 60-day mortality separation. The description of each model is show in eTable 4.

Biological and clinical characteristics of the clusters were evaluated using clinical, laboratory, and (when available) biomarker data to establish subphenotypes [4]. All iterations in model development were done on the training set and the generalizability of the final model was assessed using the validation dataset. K-means clustering analysis is structured to ignore cases with missing data. No assumption was made for missingness and we therefore conducted a complete case analysis. Model development and evaluation was performed using Python version 3.8 and scikit-learn 0.23.1.

Data availability

Data from the ARDSnet studies (EDEN, FACTT, ARMA, ALVEOLI and SAILS) is publicly available from the NHLBI ARDS Network and data from the ART trial can be requested from study authors.
RESULTS

Participants

Data from 4777 clinical trial patients were considered for inclusion. In total, 4 patients were excluded for having clinical measurements outside plausible range. The remaining 1998 patients from EDEN and FACTT trials were included in the training set, while the 2775 patients from ARMA, ALVEOLI, SAILS, and ART were included in the validation cohort.

Baseline characteristics of the patients in the training and validation sets are presented in Table 1. Pneumonia was the prevailing etiology followed by sepsis and aspiration in all trials. Between 29.3% to 72.7% of the patients were receiving vasopressors at the time of randomization. At randomization, PaO₂ / FiO₂ ratio ranged from 112 (75 - 158) to 134 (96 - 185) mmHg, and PEEP from 8 (5 - 10) to 12 (10 - 14) cmH₂O across trials. Mortality at 60 days for the ARDSnet trials ranged from 22.7% to 30.1%, while in the ART trial mortality at 28 days was 58.8%.

<table>
<thead>
<tr>
<th>Table 1 - Baseline Characteristics and Clinical Outcomes in the Included Trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set ( (n = 1998) )</td>
</tr>
<tr>
<td>-------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>EDEN ((n = 1000))</strong></td>
</tr>
<tr>
<td>Age, year</td>
</tr>
<tr>
<td>Male gender - no. (%)</td>
</tr>
<tr>
<td>Etiology - no. (%)</td>
</tr>
<tr>
<td>Pneumonia</td>
</tr>
<tr>
<td>Sepsis</td>
</tr>
<tr>
<td>Aspiration</td>
</tr>
<tr>
<td>Trauma</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td>Severity of Illness*</td>
</tr>
<tr>
<td>Vasopressors - no. (%)</td>
</tr>
<tr>
<td>Laboratory tests</td>
</tr>
<tr>
<td>Predictor variables and model selection</td>
</tr>
<tr>
<td>-----------------------------------------</td>
</tr>
<tr>
<td>The correlation between the 15 variables selected for clustering is shown in eTable 3.</td>
</tr>
<tr>
<td>The strongest correlation was between PEEP and FiO₂ (( r = 0.49 )). The comparison of the 10 models regarding the optimal number of clusters based on both the Elbow method and the Calinski-Harabasz index is shown in eFigure 1. In all models and methods, two clusters were a better fit than a higher number of clusters.</td>
</tr>
</tbody>
</table>
Across the ten models, absolute mortality difference between cluster 1 and cluster 2 ranged from 3.9% to 13.1% for the FACTT study and between 0.1% to 8.1% for EDEN (Table 2). The models with the highest 60-day absolute mortality separation between the clusters for each of the two trials in the training set were then further evaluated. Models 6, 5, and 8 were consistently amongst the models with highest separation (Table 2). Model 8 was selected for further investigation, as it the fewest variables (eTable 4).

### Table 2 - Absolute 60-day Mortality Difference Among Clusters per Trial and Model

<table>
<thead>
<tr>
<th>Model</th>
<th>Patients scored</th>
<th>Mortality difference among clusters</th>
<th>Model</th>
<th>Patients scored</th>
<th>Mortality difference among clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>93.5%</td>
<td>13.1%</td>
<td>7</td>
<td>77.7%</td>
<td>8.1%</td>
</tr>
<tr>
<td>2</td>
<td>57.4%</td>
<td>12.5%</td>
<td>8</td>
<td>77.7%</td>
<td>8.1%</td>
</tr>
<tr>
<td>5</td>
<td>65.5%</td>
<td>12.2%</td>
<td>6</td>
<td>84.1%</td>
<td>6.7%</td>
</tr>
<tr>
<td>8</td>
<td>70.2%</td>
<td>11.6%</td>
<td>5</td>
<td>71.7%</td>
<td>6.5%</td>
</tr>
<tr>
<td>7</td>
<td>70.2%</td>
<td>11.4%</td>
<td>9</td>
<td>84.7%</td>
<td>6.1%</td>
</tr>
<tr>
<td>1</td>
<td>57.4%</td>
<td>11.2%</td>
<td>3</td>
<td>77.7%</td>
<td>4.4%</td>
</tr>
<tr>
<td>4</td>
<td>70.2%</td>
<td>10.6%</td>
<td>4</td>
<td>77.7%</td>
<td>4.0%</td>
</tr>
<tr>
<td>9</td>
<td>93.5%</td>
<td>10.4%</td>
<td>2</td>
<td>57.7%</td>
<td>3.9%</td>
</tr>
<tr>
<td>3</td>
<td>70.2%</td>
<td>10.1%</td>
<td>10</td>
<td>87.3%</td>
<td>2.8%</td>
</tr>
<tr>
<td>10</td>
<td>98.8%</td>
<td>3.9%</td>
<td>1</td>
<td>57.7%</td>
<td>0.1%</td>
</tr>
</tbody>
</table>

### Clinical characteristics of each cluster

Based on model 8, only nine clinical and laboratory variables were needed to identify the two distinct clusters in ARDS patients, namely: heart rate, mean arterial pressure, respiratory rate, bilirubin, bicarbonate, creatinine, PaO₂, arterial pH, and FiO₂. For each variable in the model, opposing measurements could be observed for each cluster (Figure 1 and eFigure 2). For the ARDSnet trials, the incidence of cluster 1 patients
varied from 57.8% (EDEN) to 73.6% (ARMA), and 41.5% of ART patients were part of cluster 1. Across all trials, patients in cluster 2 had higher severity of illness, rate of vasopressor, heart rate, respiratory rate, creatinine, and bilirubin, as well as lower platelets, pH, BUN, and bicarbonate compared to patients in cluster 1 (eTable 5, 6 and 7). In addition, 28-, 60-, and 90-day mortality rate was higher in patients in cluster 2 in all trials (Table 3). Likewise, for each trial, ventilator-free days at day 28 was lower in patients in cluster 2 compared to cluster 1, and duration of ventilation in survivors was longer in cluster 1.

<table>
<thead>
<tr>
<th>Table 3 - Clinical Outcomes According to Clusters in Each Trial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clusters</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>60-day mortality - no. (%)</td>
</tr>
<tr>
<td>90-day mortality - no. (%)</td>
</tr>
<tr>
<td>Ventilator-free days at day 28</td>
</tr>
<tr>
<td>Duration of ventilation in survivors, days</td>
</tr>
<tr>
<td>Duration of ventilation in survivors, days</td>
</tr>
<tr>
<td>Duration of ventilation in survivors, days</td>
</tr>
<tr>
<td>Duration of ventilation in survivors, days</td>
</tr>
<tr>
<td>Duration of ventilation in survivors, days</td>
</tr>
<tr>
<td>Duration of ventilation in survivors, days</td>
</tr>
<tr>
<td>Duration of ventilation in survivors, days</td>
</tr>
<tr>
<td>Duration of ventilation in survivors, days</td>
</tr>
<tr>
<td>Duration of ventilation in survivors, days</td>
</tr>
<tr>
<td>Duration of ventilation in survivors, days</td>
</tr>
<tr>
<td>Duration of ventilation in survivors, days</td>
</tr>
<tr>
<td>Duration of ventilation in survivors, days</td>
</tr>
<tr>
<td>ART</td>
</tr>
<tr>
<td>28-day mortality - no. (%)</td>
</tr>
<tr>
<td>Ventilator-free days at day 28</td>
</tr>
<tr>
<td>Duration of ventilation in survivors, days</td>
</tr>
</tbody>
</table>

Data are median (quartile 25th - quartile 75th) or N (%). Difference is mean difference with (95% CI) for binomial variables and median difference with (95% CI) for continuous variables.

Abbreviations: CI is confidence interval.

**Identification of Subphenotypes**

After comparing the clinical characteristics of the clusters, each cluster was assigned to represent a distinct subphenotype of ARDS, with patients in cluster 1 assigned to subphenotype A, and patients in cluster 2 assigned to subphenotype B. Using blood biomarker information available for a subset of patients from both ARMA and ALVEOLI, subphenotype B showed increased levels of pro-inflammatory markers when compared to subphenotype A (**Figure 2** and e**Tables 8 and 9**).
DISCUSSION

This study successfully demonstrated that nine easily obtainable clinical variables can identify two distinct ARDS subphenotypes with different clinical and biologic characteristics as well as outcomes across the test and validation cohorts. There was good generalizability amongst diverse populations from multiple validation datasets with temporal and geographical differences.

It is understandable that researchers feel compelled to use as much information as possible to build robust models. This is supportable for two main reasons: (1) the well-known heterogeneity of complex syndromes such as ARDS and (2) the abundance of highly granular clinical data generated by electronic health records (EHRs). It is anticipated that analyzing this vast amount of data will provide new knowledge regarding disease mechanisms by enabling researchers to find plausible hidden patterns within the data [29]. However, this data-heavy approach has the potential drawback of using predictors which are not generally obtained in a time window prior to intervention, or worse yet, using variables that are not part of the routine standard of care for patients. The rationale of using fewer and easy to collect clinical variables is not new in the field of critical care. Prognostic models have already shown that it is indeed feasible to create meaningful models using fewer predictors [30,31].

Our initial choices to define variables commonly found in the EHR at ARDS diagnosis was inspired by a recent report from the World Health Organization (WHO) which showed an enormous discrepancy of medical devices availability in a survey across 135 countries [29]. Recognizing this inconsistency is essential for widespread implementation of machine learning models regardless of varying availability of
resources across countries and health systems [29]. The aim is to provide clinically relevant information within a defined and short time period that might impact the delivery of effective interventions to the right patient population and to as many patients as possible [29].

Recently, Sinha et al. developed supervised-learning gradient boosted classifier models trained using 24 or 14 readily available clinical data elements to reproduce biomarker-derived subphenotypes which were previously identified by Calfee et al. [17]. Unlike Sinha et al., who predicted previously identified subphenotypes, our study has identified two subphenotypes de novo using a small set of clinical variables.

Although the subphenotypes that we have identified and those that have been previously published look similar, our work is distinct from previous studies in several ways. We employed different training and validation datasets and also utilized a different and well-established unsupervised learning technique. Moreover, we utilized a process for selecting predictors which is not comparable to previous studies. Acknowledging these differences is crucial. It would not be unexpected to assume that these deviations would be relevant enough to produce different subphenotypes [32]. However, the clinical, laboratory characteristics, and the clinical outcomes of our subphenotypes show that they are remarkably similar to subphenotypes found in previous papers, regardless of methodological differences.

At this point it is not possible to go beyond this comparative analysis, as there is no gold standard definition of ARDS subphenotypes [32]. Nonetheless, our work does provide robust evidence that ARDS does indeed have two subphenotypes that can be systematically identified, despite major differences in population assessed and...
methodological approach used compared with previous studies. It also reinforces that we should continue to explore the underlying biological pathways of such subphenotypes to find responders to new or previously tested therapies.

Our study has several strengths. First, it is the largest cohort of patients that has been studied to develop distinct subphenotypes of ARDS patients. Moreover, our validation cohort included patients from the ART trial, allowing us to validate our model in the contemporaneous population of a large international randomized clinical trial in addition to the ARDSnet studies used in other subphenotyping studies. Second, our subphenotyping model was developed exclusively on the training set and then validated across multiple separate datasets. Nevertheless, similar separation in mortality was seen between the two subphenotypes across all trials. Third, we used the K-means algorithm to identify our subphenotypes, and the results obtained with this technique can be easily interpreted by clinicians and implemented in clinical practice. Lastly, this is the first phenotyping study that has used easily available clinical variables to identify ARDS phenotypes de novo, which allows for early identification of these patients in the clinical care at the bedside. Using this algorithm with a small number of routinely collected variables could enable our model to be applied in trials that either retrospectively or prospectively assess interventions targeted to each subphenotype. Future work should analyze previous trials to identify possible differential treatment response for the subphenotypes of ARDS patients identified in this study.

This study also has limitations. First, we have developed our models exclusively on patients enrolled in clinical trials. Due to the strict inclusion and exclusion criteria of these clinical trials, the generalizability of these results needs to be evaluated in
unselected ARDS populations. Although there are clear clinical and biomarker
differences between the identified subphenotypes, the model’s clinical utility needs to be
prospectively validated and further investigated. Additionally, our biomarker analysis is
limited to those patients in which the data was made publicly available by the study
authors. Lastly, K-means clustering does not handle missing data, and no approach
was used to impute missing values. However, the extremely low rate of missingness in
our study makes this issue less relevant.
CONCLUSIONS

This study confirms the existence of two distinct subphenotypes in ARDS patients using a novel clustering model on routinely collected clinical data. This work may allow for easier identification of ARDS subphenotypes to facilitate implementation of precision clinical trial enrollment and development of targeted therapies in a variety of settings without the added burdens of biomarker evaluation.
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FIGURES LEGENDS

Figure 1 - Differences of the Variables Included in the Cluster Algorithm Among Clusters

Square symbols represent the study with the highest mean z score for each phenotype; Circles represent the study with the lowest mean z score for each phenotype. The colored bands are exclusively to help visualize the opposite trends of the variables on the different clusters; Art.pH: arterial pH; Bicarb: bicarbonate; MAP: mean arterial pressure; Creat: creatinine; Resp.Rate: respiratory rate.

Figure 2 - Heat Map of the Biomarkers Available for the ARMA and ALVEOLI Trials

For better visualization and due to difference in scales, the values were log-normalized and z-scored. Subphenotypes A and B are shown separately to highlight their differences.