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Abstract. Analysis of small datasets presents a number of essential challenges not in the least due to insufficient sampling of characteristic patterns in the data making confident conclusions about the unknown distribution elusive and resulting in lower statistical confidence and higher error. In this work, a novel approach to augmentation of small datasets is proposed based on an ensemble of neural network models of unsupervised generative self-learning. Applying generative learning with an ensemble of individual models allowed to identify stable clusters of data points in the latent representations of the observable data. Several techniques of augmentation based on identified latent cluster structure were applied to produce new data points and enhance the dataset. The proposed method can be used with small and extremely small datasets to identify characteristics patterns, augment data and in some cases, improve accuracy of classification in the scenarios with strong deficit of labels.
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1 Introduction

Analysis of small datasets presents a number of essential challenges not in the least due to insufficient sampling of characteristic patterns in the data making confident conclusions about the unknown distribution elusive and resulting in lower statistical confidence and higher error. On the other hand, it can be essential in the cases and scenarios of novel and/or rare conditions where large amounts of data do not exist, or have not been accumulated [1].

One of the known challenges in application of machine learning methods, including artificial neural networks to small datasets is that of the stability of learning. It can manifest itself in strong dependency on the choice of parameters, selection and order of training batches and other factors [2,3], as well as overfitting and inability to generalize. Due to this small data volatility results obtained with models of similar architecture with the data can be inconsistent, and the performance in generalization and accuracy, limited. As well, reproducibility of the results can be problematic even with the same architecture and data, complicating comparison, improvements and optimization.
Earlier studies attempted to approach the problem of stability of machine learning with small data with a variety of methods such as k-fold cross-validation and ensemble methods [4]; Radial-Basis Function (RBF) neural networks [5,6] and a number of other methods [7,8]. However, while many of these methods were successful in specific applications, generality in application to different data and problems to the best of our knowledge could not be assured due, not in the least, specifics of the architecture and/or essential assumptions about distribution of the data.

On the other hand, methods of unsupervised machine learning [9,10] have shown an effective ability to achieve significant reduction of dimensionality, or redundancy of the observable parameter space that in a number of cases were instrumental in the analysis and determination of characteristic patterns and trends in complex data [11-13] including constrained data [14]. Importantly, application of these methods does not require data labeled with confidently known outcome and generally can be performed with smaller samples of data. In our view, these characteristics make these methods good candidates for an analysis of early and rare conditions, scenarios and situations, where large amounts of confident data have not yet been accumulated, while still allowing to aggregate data for application of conventional methods of statistical analysis at later stages.

To address the outlined challenges in the analysis of small datasets, it was proposed to use an ensemble of unsupervised models to identify characteristic structure in the input data, addressing both problems of the label deficit and stability of training with minimal datasets. The structure in the latent representations of unsupervised generative models that can be identified with this approach can then be used to produce new data points, generated based on identified characteristics of distribution of data points in the latent representation. Unlike some of the discussed approaches, this method does not depend on specific assumptions about the distribution of the data and can be used with data of any origin.

2 Methodology

An ensemble of unsupervised artificial neural networks with the architecture of deep autoencoder with strong dimensionality reduction [10] was used to produce low-dimensional (namely, two or three-dimensional) representations of a small dataset of real diagnostics data, as described further in this section. The data was obtained from openly available statistics of the early phase Covid-19 epidemics, by national and subnational jurisdiction. The advantages of the selected architecture are: demonstrated efficiency in producing informative low-dimensional representations of diverse real-world data as well as universal approximation capacity of neural networks [15] making them suitable for virtually any type of data.

2.1 Unsupervised Autoencoder Neural Network

A deep autoencoder neural network model had several deep layers and a central encoding layer of size two, producing a two-dimensional latent representation defined by axes representing activations of neurons in the encoding layer. The decoding/generating
stage was fully symmetrical to the encoder. An architecture diagram of the model is shown in Figure 1.

![Architecture Diagram](image)

**Fig. 1.** Deep autoencoder with dimensionality reduction \((p = 9, d = 2)\).

Overall, the model had five fully-connected deep layers and approximately 8,000 trainable parameters. For detailed description of the model architecture refer to [14].

Unsupervised training was performed in an unsupervised process with minimization of deviation of the output of the model from the input with binary cross-entropy cost function. Training over 30 – 50 epochs produced noticeable reduction in the value of the cost function for majority of the training models, indicating the success of unsupervised training.

### 2.2 Data

A small dataset of approximately 40 cases of early Covid-19 national epidemiological statistics (Early Covid-19 Epidemiology, ECE) was used, compiled from sociological and epidemiological statistic obtained from open sources [14]. The data described observable factors characterizing the state of selected national and subnational jurisdictions at the time of early exposure to Covid-19 pandemics with nine observable parameters, including: population and demographics factors, epidemiological practice, public health policy and others, as described in detail in [14], Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Size</th>
<th>Dimensionality</th>
<th>Range</th>
<th>Mean, EI</th>
<th>Time scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>41</td>
<td>8</td>
<td>0.0 – 1.0</td>
<td>0.36</td>
<td>3 months</td>
</tr>
</tbody>
</table>

1 Epidemiological impact.

### 2.3 Ensemble of Unsupervised Models

An ensemble approach with a set of pre-trained models of the architecture described in the previous sections was used to improve the confidence of the analysis, given the small size of data and the outlined challenges. A group of thirty models of the architecture described in Section 2.1. was pre-trained with the dataset in an unsupervised process based on minimization of generative error. Trained models produced two-dimensional representations of the dataset illustrated in Figure 2.
### Results

#### 3.1 Consistency of Cluster Content

An analysis of distributions in the selected ensemble of effective generative learning as described in the previous section produced an essential finding: though latent distributions showed significant variance between individual models, the contents of the clusters identified in the latent representations were mostly stable between models in the ensemble.

As individual models were selected blindly, based on clusterization quality but not the content of specific clusters, a priori there could be no expectation that clusters produced by different models should have the same or similar composition. It is more likely though in the case where identified clusters represent stable patterns in the observable data and the models were successful in learning them under the incentive to produce...
good quality generation of the original data. Table 2 shows characteristics of latent clusters identified with the unsupervised ensemble method.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Population</th>
<th>Variation, population</th>
<th>Latent area *</th>
<th>Variance, latent area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>9</td>
<td>~ 22 %</td>
<td>0.16</td>
<td>0.04</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>21</td>
<td>~ 15%</td>
<td>0.21</td>
<td>0.05</td>
</tr>
</tbody>
</table>

* Relative to the total latent area of the dataset

Stability of latent clusters is a key foundation of the method of unsupervised augmentation of small data, indicating that clusters described significant patterns in the dataset.

### 3.2 Cluster-based Data Generation

The architecture autoencoder allows a direct method of propagating a position in the latent representation to the observable (i.e. input) parameters. It can be achieved by using a latent position with coordinates \( L = (l_1, l_2) \) as an input to the generating part of the neural network model (Fig.1) to obtain the output \( X_{obs} \) in the observable parameters:

\[
X_{obs} = G(L)
\]

where \( G: R \rightarrow O \), is generating submodel of the autoencoder operating from the latent representation \( R \) to the observable space \( O \).

Generative capacity of unsupervised models thus allows to generate new data points by selecting specific latent positions in the representation space and obtaining their observable images in the coordinates of the input parameters with (1).

Based on the observation in Section 3.1 on the stable content of the identified clusters, the described process can be applied to obtain new data points with observable characteristics similar to those in the identified clusters as follows:

- In the first step, generating model(s), one or several, are selected based on the criteria of learning quality as described previously;
- In the latent representations of selected models, areas corresponding to identified latent clusters are defined, based on stability of cluster content as discussed in Section 3.1.
- In the latent regions associated with identified clusters, new latent positions are selected, by a number of methods.
- The selected positions are propagated to the observable space with (1), producing a new set of data points with the coordinates corresponding to observable parameters.
- In the final step, the generated data points can be added to the original dataset, resulting in non-trivial augmentation.

The effectiveness of the method of unsupervised clustering augmentation can be supported by the following considerations:

Suppose there is a small dataset \( S \) of size \( N \) with \( P \) observable parameters. If a conventional approximation method was used, such as Gaussian, the error of the mean in each of the parameters could be estimated as mean \( p / \sqrt{N} \). With a low-dimensional latent representation, in the case of good clusterization, the original distribution can be
approximated by a quasi-multi-modal distribution with the number of modes \( d \times N_c \), \( d \) being the latent dimensionality, where \( N_c \) the number of clusters, with considerably smaller error of mean and standard deviation, as long as \( d \) remains sufficiently small and the number of samples in the principal clusters, sufficiently large.

Figure 3 demonstrates application of the augmentation method with ECE dataset.
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**Fig. 3.** Cluster-based data augmentation. Green, red: identified latent clusters, cross: new latent data points.

## 3.3 Model Invariance of Generated Data

An important question in application of the proposed small data augmentation method is how stable the generated data is with respect to the latent position of origin, given that latent representations are specific to individual models?

Usability of the method thus depends on the assumption that generated observable data would be mostly consistent between individual generating models, that is, in some way, model-invariant. Given the essential nature of this assumption, it was verified by using the augmentation method with two different model instances.

It was observed that while latent representations produced by models were essentially different by positioning of data points in the latent area, generation of new data points from positions in the neighborhood of real data points, that can be considered as “anchor points” of the latent – observable transformation resulted in similar observable output. In Table 2, the Euclidean distance measured in the observable coordinates between data points generated from the latent neighborhood of a real data point in the identified clusters (anchor point) with two different generating models is compared with characteristic distances of data distributions in the clusters and the entire dataset.

<table>
<thead>
<tr>
<th></th>
<th>Max distance, generated</th>
<th>Max distance, cluster</th>
<th>Max distance, dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>0.05</td>
<td>0.825</td>
<td>1.0</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>0.02</td>
<td>0.914</td>
<td>-</td>
</tr>
</tbody>
</table>
These results demonstrate that the method is to a large extent invariant with respect to selection of the generating model from the ensemble and can be used reliably to generate new data with characteristics determined by and similar to significant patterns in the original dataset. Note that the results above were produced with multivariate cubic interpolation [17] from identified stable data points in the clusters and their latent positions rather than generative model (1) due to relative simplicity of interpolation with a small number of observable parameters providing similar or better accuracy whereas optimization of the neural network architecture for generative accuracy was not the main focus of the study.

4 Applications

4.1 Augmentation of Small Data

To summarize the results of the previous sections, the method of augmentation of small dataset with an ensemble of generative models can be applied under the following conditions:

- The latent dimensionality is sufficiently small.
- The models show good learning accuracy and clear and consistent latent clusterization.
- The number of identified latent clusters is small compared to the number of samples in the dataset, and the population of main clusters is sufficiently large.

Under these conditions, the original data can be reliably described and augmented with a multi-modal distribution in the latent regions of identified clusters as exemplified in the results of the study.

4.2 Classification

The method of augmentation of small datasets can be used to improve results of classification of supervised learning models trained with small dataset. In regular practice, the size and representativity of the training data can have strong influence on the resulting efficacy of classification.

The application is not unconditional though and essentially depends on existence of a correlation of principal clusters and the effect of interest, that can be used as a label in supervised learning and classification. If such a correlation can be observed in the original data, augmentation of the dataset with new data points with labels assigned based on cluster relation can produce significant improvement in classification accuracy. In the dataset used in the study, clusters appeared to have a correlation with the factor of interest (i.e., epidemiological impact per jurisdiction), with identified clusters 1 and 2 associated, by preliminary results, with higher-impact and average scenarios respectively, though detailed investigation of correlation was not the primary objective of this study and will be examined in more detail elsewhere.

However, if correlation of cluster to factor of interest cannot be established reliably, it is possible that the latent coordinates in which clusterization was observed may not have direct correlation to the effect of interest, and a different method of labeling should
be used, though increasing the size of the dataset may still produce improvements in classification accuracy.

5 Discussion

The approach based on an ensemble of unsupervised generative models to determine characteristic clusters with a small dataset of real diagnostics data demonstrated in this work has proven its effectiveness in the in the considered case. The clusters identified with unsupervised methods allowed to generate new data points with high level of confidence, with a number of possible applications, including augmentation of general datasets and in some cases, as discussed in Section 4.2, to improve classification performance.

In novel and / or rare cases accumulation of volumes of data needed for confident analysis with conventional methods of machine learning could present a serious challenge. Application of methods of unsupervised machine learning, with identification of characteristic patterns even with smaller datasets can offer a direction toward improving the confidence and accuracy in the analysis of small data.
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