Using Random Forests with Asymmetric Costs to Predict Hospital Readmissions
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Abstract

Background: Sufficiently accurate predictions of hospital readmissions are necessary for the allocation of scarce clinical resources to reduce preventable readmissions. We describe the use of a data-driven approach that relies on machine learning algorithms to predict readmission at the time of discharge.

Methods: We employ random forests to clinical and administrative electronic health record data available from a cohort of 103,688 patients discharged from the acute inpatient settings of the University of Pennsylvania Health System between June 25th, 2011 and June 30th, 2013. We predict both 30-day all-cause readmissions and 7-day unplanned readmissions using only predictors available by the time of discharge. Using oversampling and undersampling of the different outcome classes of readmission and no readmission, we incorporate into our models the asymmetric costs of a false negative relative to a false positive from the perspective of a hospital. We calculate variable importance scores for included predictors. Our approach was derived and validated using split-sample internal validation.

Results: We developed a machine learning-based model using random forests with a 5:1 relative cost ratio for 30-day all-cause readmissions that achieves a sensitivity of 65% and specificity of 71% on validation data, as well as a random forests model with a 20:1 cost ratio for 7-day unplanned readmissions that achieves a sensitivity of 62% and specificity of 66% on validation data. Prior health system utilization, clinical discharging service, and vital sign information were most predictive of readmissions. Our approach was derived and validated using split-sample internal validation.

Conclusion: By modeling the complex relationships between many predictor variables and readmission data for a large health system, we demonstrate successful predictive models that can be used upon discharge to flag patients at high risk of readmission.
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1 Background

Hospital readmissions (the return of a patient to the hospital within some specified time after discharge) often reflect poor quality care, and can result in significant patient distress and high health care costs [1–6]. Thus, reduction in hospital readmissions is a public health priority. In the United States, the Centers for Medicare & Medicaid Services (CMS) penalizes health care providers with high rates of 30-day all-cause readmissions [7, 8]. Therefore many hospitals have an interest in accurately predicting patients’ risk of readmission in order to target their limited resources to prevent them [4, 9–11].

Prior approaches to predict readmissions using regression models and clinical and administrative data have had poor to modest predictive power [4, 7, 12–15]. Additionally, preexisting models are often disease-specific with potentially limited generalizability [2, 6]. Further, all of these approaches have used manual regression modeling to select risk variables [2, 8], a process that is particularly cumbersome when it is estimated that an acutely ill inpatient generates a median of 1,348 individual data points per patient per day[16], ranging from laboratory values to free text data [15]. This has created a need for novel approaches to prediction, such as the application of machine learning algorithms and natural language processing, which take advantage of “big data” available from electronic health records (EHR).

EHR data present the opportunity to leverage machine learning algorithms and data mining techniques to uncover previously unknown and often complicated patterns and associations that can be used to improve quality of care and inform clinical decision-making in real-time. The advent of affordable data storage and analysis technologies at the health system level has opened new frontiers in institutional evidence-based practice, including the application of predictive modeling techniques such as machine learning to identify patients at high risk of adverse events such as readmission.

Machine learning approaches have been successfully employed to predict adverse clinical outcomes using high-dimensional datasets such as EHR data, often significantly outperforming traditional regression approaches [17, 18]. In particular, the random forests (RF) algorithm [19] was developed to provide highly generalizable predictions based on an ensemble of tree-based classifiers that are individually derived from random subsamples of a training dataset. RF has been successfully employed as a predictive classifier across diverse application domains such as criminology [20], ecology [21], and bioinformatics [22]. Additionally, RF classifiers have shown the strongest performance in a large empirical study of 179 statistical models and machine learning algorithms [23].

A perceived limitation on the predictive performance of RF (and similar classifiers including logistic regression) appears when one class (or outcome) occurs less frequently than another in a dataset, as is the case with hospital readmissions, which occur relatively infrequently. The perceived limitation arises because the algorithm is designed to favor predicting the majority class (or most frequent outcome) in order to minimize overall misclassification error [22]. However, minimization of overall misclassification error implicitly assumes that the different types of misclassification errors (i.e. false positives and false negatives) have equal costs. Hospitals, on the other hand, face asymmetric costs for the different misclassification errors related to readmissions. In other words, falsely misclassifying patients as low risk and thus foregoing opportunities to prevent readmissions is likely more costly given existing financial penalties than falsely misclassifying patients as high risk, and providing transitional care services when they may not have been needed. By default, RF assumes equal costs and optimizes the misclassification rate under the assumption of these equal costs. In this scenario, where the costs of the different misclassification errors are assumed equal and the event rate for a particular outcome is low, the algorithm can achieve the lowest total misclassification rate by predicting no readmissions for all hospital discharges. These limitations of RF can be overcome by modifying the RF procedure to incorporate the appropriate asymmetric costs during model construction. We offer such an approach herein. Additionally, we argue that the mechanism by which RF incorporates asymmetric costs is favorable compared to the mechanisms utilized by alternative algorithms.
We additionally demonstrate models that could be deployed at time of discharge, thereby allowing the health system to direct transitional care interventions and intensive discharge planning to patients at high risk of readmissions. Implementation of these models provides the potential for avoiding adverse outcomes that threaten patient safety and generate high costs for the health care system.

1.1 Objective
In this study, we describe the development and resulting performance of RF modeling approaches to predict both 30-day all-cause and 7-day unplanned readmissions. We utilize two key methods in our approach. First, we restrict our set of patient variables to only employ clinical and administrative data available to the health system by the time of a patient discharge, allowing for real-time prediction. Second, we construct cost-sensitive models that can accurately account for the relative rarity of readmission events and the asymmetric costs associated with misclassification errors related to readmission events.

2 Methods
2.1 Setting
The University of Pennsylvania Health System (UPHS) includes three hospitals with over 1,500 beds and more than 70,000 annual admissions. We obtained data on 103,688 adults discharged from the acute inpatient settings of UPHS between June 25th, 2011 and June 30th, 2013. The unit of analysis is each unique hospital visit. Thus, individual patients can have multiple visits within the data set, and for each admission, a prediction is generated. The study received expedited approval and a Health Insurance Portability and Accountability Act (HIPAA) waiver from the University of Pennsylvania Institutional Review Board.

2.2 Outcome Variables
Our primary outcome of interest was all-cause hospital readmissions to any of the hospitals within the healthcare system within 30 days of discharge. While this outcome is commonly used both in the literature and as a quality metric, a shorter window for readmissions may offer a more meaningful measure of hospital quality [24]. As a consequence our health system adopted 7-day unplanned readmissions as an internal quality metric. Seven-day unplanned readmissions as defined by the health system were thus used as a secondary outcome measure for this study. Unplanned readmissions excluded elective or scheduled readmissions, as well as admissions for ventricular assist device placement, transcatheter aortic valve replacement, transplants, and deliveries [25].

2.3 Predictor Variables
We examined 188 variables (e.g. predictors) for each hospital admission. Classes of predictors include information on demographics, previous admissions statistics, lab test values and vital sign recordings. For predictors with more than two values during a given hospital encounter (e.g. lab test and vital sign information), we retained only the first and last values recorded as well as the times of the recording. We excluded predictors that were not available by the time of discharge, such as procedure and diagnostic codes for that admission.

For quantitative predictors with large proportions of missing data such as laboratory tests, we transformed quantitative values into categorical predictors consisting of deciles and added an additional level for missing values. For these recoded quantitative predictors, we additionally relabeled extreme values (defined as being in the top or bottom 0.5 percentile of a given predictor’s distribution) to a level denoted as “extreme”.
2.4 Random Forests for Prediction

RF are capable of achieving excellent predictive performance by relying on an ensemble of classification trees. Classification trees are a nonparametric statistical method that are capable of capturing nonlinearities and interaction effects in data. In a classification tree, all data begins in a root node and the tree searches for binary partitions of the data that result in the most homogeneity within the two resulting splits. From the two new splits, further splits are similarly computed in a recursive fashion until some stopping rule is achieved. Observations rest in a "terminal node" of the tree in which classifications can be assigned by computing the majority class within the node. For new observations, predictions can be made by assigning the majority class of the terminal node in which the new observation lands.

As standalone prediction models, classification trees have relatively weak predictive accuracy [26]. The RF algorithm improves upon a single tree by building an ensemble of many classification trees via "bagging". For each tree, a bootstrap sample is drawn from the original data and the tree is constructed on this data. Additionally, only a random subset of predictors is searched at each partition of the classification tree rather than the full set of all predictors. This random predictor selection reduces correlation across trees and further bolsters predictive accuracy.

Fitted values for the training data are computed using “out-of-bag” (OOB) estimates. First, for each tree in which an observation was not included in the bootstrap sample, a prediction is obtained. Then, the OOB estimate for a given observation is the majority vote across all trees where the observation did not participate in growing the tree. Since the OOB estimate for each observation is computed only on trees the observation did not help construct, OOB estimates are good approximations of predictive performance on future data and can be used to guide model construction. Finally, predictions on future data can be computed by obtaining the vote for each tree and then taking the majority vote across the individual tree votes.

To construct our RF models, we used the randomForest R package [27]. We chose default parameters for the number of trees (ntree = 500) and the number of predictors selected at each split (mtry = \sqrt{\#\text{predictors}}). We alter the sampsize parameter in order to introduce asymmetric costs into the model. The proper amount of sampling is specific to each data set’s composition and the desired cost ratio. Further details are provided in the subsequent section.

2.5 Random Forests with Asymmetric Costs

As previously discussed, the cost of an incorrect prediction of readmission (false positive) is not likely to be equal to that of an incorrect prediction of no readmission (false negative). This cost asymmetry may arise from resource considerations and constraints, such as a limited staff to employ readmission reduction interventions, as well as financial penalties associated with hospital readmissions. Here, we consider failing to identify a readmission to be relatively more costly. For the 30-day model, we consider a failure to identify a readmission (i.e. a false negative) as 5 times more costly than incorrectly predicting a readmission for a patient who is not readmitted (i.e. a false positive), generating a 5:1 cost ratio. Given the relative rarity of 7-day unplanned readmissions, there must be a substantial cost incurred by the health system for failing to identify patients with this type of readmission, else these cases are not worth identifying from a cost minimization perspective. Thus for the 7-day unplanned readmissions, we consider a cost ratio of 20:1.

Note that these cost ratios are meant to be illustrative and should be appropriately determined based on each hospital’s unique circumstances.

The RF must be properly tuned to reflect the asymmetric costs. We incorporate these cost ratios into the model by sampling about 2/3 of the cases with no readmission and oversampling or undersampling the cases resulting in readmission until the desired empirical cost ratio is achieved on the OOB estimates.
[20]. The resampling is computed independently for each tree in the forest and not globally on the entire dataset. Additionally, using 2/3 of the no readmission cases in each tree balances the training of the model on the rare outcome with leaving enough OOB observations for evaluation. The approach is similar in spirit to the balanced RF approach [28], but we do not necessarily use equal sampling sizes for the classes. By relying on this resampling approach, each tree in the RF is constructed with the cost asymmetry taken into account. Not only will the predicted classes reflect this asymmetry, but any additional model output, such as variable importance scores, will as well. Additionally, since each tree draws a unique stratified bootstrap sample based on the desired sampling size values for each class (given by the sampsize parameter), different observations appear in each tree. Hence, even when a particular class is undersampled, all observations are likely to appear in at least some trees and can contribute to the overall ensemble. Rebalancing the dataset via undersampling before deploying RF, on the other hand, would result in a loss of data and potential predictive information [28].

Note that asymmetric costs can also be accounted for by altering the threshold on the voting rule for classification. For example, rather than using majority vote, 2/3 of the trees might be required to classify a case as readmission in order to assign a final label of readmission. A major drawback of this approach is that asymmetric costs are only incorporated after the model has been fully constructed. The asymmetric costs are not accounted for in the tree-growing process [29].

2.6 Random Forests versus Alternative Algorithms

Compared to a parametric logistic regression model, our machine learning approach offers a number of significant advantages. First, the machine learning algorithms are able to discover rich relationships between predictors and the response automatically, such as predictor transformations or high-order interaction effects. While capturing these relationships is in principle possible for logistic regression, the challenge is that the researcher must specify such effects a priori. Second, machine learning procedures can easily handle more predictors than the number of observations. Finally, machine learning algorithms are purposefully designed to maximize out-of-sample forecasting accuracy rather than maximize in-sample fit as in logistic regression [20, 29].

Additionally, RF maintains extra advantages over competitor machine learning algorithms and regression approaches in asymmetric cost settings. Logistic regression as well as a number of alternate machine learning algorithms such as stochastic gradient boosting [30] and Bayesian additive regression trees Chipman et al. [31] can only incorporate asymmetric costs by altering the threshold on their respective probability estimates. This implies that information about the model fit (such as regression coefficients or tree-based variable importance scores) does not reflect the asymmetric costs as the costs are applied only to the model output and not the model itself. An advantage of the resampling approach used in RF is that the asymmetric costs flow through the entire fitting procedure, implying all output associated with the model reflects stakeholder preferences, and not just the predicted classes.

While RF is a robust and effective choice for prediction under asymmetric costs, the major weakness of RF is the difficulty in interpreting the model. By combining trees, it is difficult to assess which predictors drive the response as well as the functional form of such relationships. Traditional statistical inference, such as hypothesis tests, is also generally unfeasible. Additionally, random forests tend to perform poorly on small datasets as the trees are unable to grow deep enough to successfully model complex data relationships [20].

2.7 Variable Selection

In theory, a health system could construct a RF approach using the full set of predictors available by the time of discharge and allow the model to dynamically determine which predictors are most useful. From an
implementation perspective, however, it can be difficult to always collect such a complete set of information for each patient in real-time. Therefore, we strive to develop models using a smaller subset of the predictors without sacrificing predictive performance. This is achieved via a backward selection that iteratively removes predictors with the lowest “variable importance scores” [19, 32]. For each predictor, the variable importance score we use represents the average increase in prediction error for a given outcome class when the predictor of interest is not allowed to contribute to the current model. Hence, predictors with higher scores (and thereby larger implied performance losses) are more important. Our elimination procedure continues removing predictors until the cost-sensitive performance begins to degrade when compared to performance when using the full set of predictors available. No stopping criterion was employed, but rather the cost-sensitive performance results were manually inspected to determine the final set of predictors. We utilized the variable importance scores computed within the randomForest package and describe these scores in detail in Section 3.2.

2.8 Model Evaluation
In any machine learning application, it is of utmost importance to have insight into how this model will perform on future data before actual implementation into the production environment. It is possible to obtain an accurate assessment of future performance, but proper procedures must be followed. The variable selection procedure and model construction must occur on one subset of the data (the training data) and then evaluated on a different subset of the data (the validation data). The validation data should not be used for model construction, otherwise any estimates of the models future performance using this test data would be invalid. Thus, we performed variable selection and model development on a 75% random subset of the data, reserving the remaining 25% to validate model performance. Given the large number of observations, we anticipate that results from split sample validation should be stable. Additionally, note that under this scheme, we are implicitly assuming stationarity with respect to time across the sample period. That is, the relationship between the predictors and readmission risk does not change over the time period we examine.

3 Results
3.1 Descriptive Characteristics
Table 1 provides a summary of the cohort of patients used in this study.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age, years (SD)</td>
<td>58.5 (17.2)</td>
</tr>
<tr>
<td>Female, %</td>
<td>50.1</td>
</tr>
<tr>
<td>Race/Ethnicity, %</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>56.2</td>
</tr>
<tr>
<td>Black</td>
<td>36.7</td>
</tr>
<tr>
<td>Other</td>
<td>7.1</td>
</tr>
<tr>
<td>Median length of stay (IQR), days</td>
<td>3.7 (2.6, 6.5)</td>
</tr>
<tr>
<td>Discharging service, %</td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>56.2</td>
</tr>
<tr>
<td>Surgery</td>
<td>22.6</td>
</tr>
<tr>
<td>Mixed/Other</td>
<td>25.8</td>
</tr>
<tr>
<td>Top 5 primary discharge diagnoses, %</td>
<td></td>
</tr>
<tr>
<td>Circulatory system diseases</td>
<td>22.2</td>
</tr>
<tr>
<td>Neoplasm</td>
<td>13.4</td>
</tr>
<tr>
<td>Injury and poisoning</td>
<td>13.3</td>
</tr>
<tr>
<td>Digestive system diseases</td>
<td>9.7</td>
</tr>
<tr>
<td>Musculoskeletal system diseases</td>
<td>9.4</td>
</tr>
</tbody>
</table>

Table 1: Study cohort characteristics.
Table 2 shows the incidence of 30-day all-cause and 7-day unplanned readmissions. Here we characterize all clinical services into either one of Medicine or Surgery. Overall, admissions to medical units result in slightly higher rates of readmissions than those to surgical units.

<table>
<thead>
<tr>
<th>Readmission Window</th>
<th>Medicine</th>
<th>Surgery</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>7-day</td>
<td>4.7%</td>
<td>3.4%</td>
<td>4.2%</td>
</tr>
<tr>
<td>30-day</td>
<td>13.8%</td>
<td>8.1%</td>
<td>11.3%</td>
</tr>
</tbody>
</table>

Table 2: Incidence rates for 30-day all cause and 7-day unplanned readmissions.

We observed substantial heterogeneity of readmission rates when different services are compared. For example, categorizing individual clinical services into either Medicine or Surgery services, we observe that the Hematology/Oncology service attains the highest overall readmission rate (24.7% of visits result in 30-day all-cause readmissions and 9.1% of visits result in 7-day unplanned readmissions), and that the Transplant service had the highest readmission rate among surgical services (22.1% of visits result in 30-day all-cause readmissions and 9.9% of visits result in 7-day unplanned readmissions). These results demonstrate the importance of hospital service in prediction of readmission risk.

3.2 30-Day All-cause Readmissions Random Forests Model

We used OOB confusion matrix-derived performance metrics to achieve a sampling scheme that resulted in a 5:1 cost ratio as defined by the ratio of false positives to false negatives (Figure 1). The cost ratio achieved from OOB estimates was 4.97 (19,794 false positives divided by 3,977 false negatives), which corresponded to the 5:1 assumed stakeholder cost ratio preferences. Since there are about five times more false positives than false negatives, but each false negative is five times more costly, the overall cost of the prediction errors are roughly balanced.

![Figure 1: RF confusion matrix for 30-day all-cause readmissions on training data (OOB) using 5:1 cost ratio.](https://example.com/fig1.png)

Performance conditional on our given cost ratio is examined via the row and column proportions in the confusion matrix. The column conditional proportions provide sensitivity and specificity measures, given
as 63.3% and 70.4%, respectively. The two main rows of the confusion matrix give the positive and negative predictive values, given as 25.7% and 92.2% respectively.

The resulting model’s performance was then evaluated on the 25% validation data, where we observed a cost-ratio of 5.01 (6,528 false positives divided by 1,303 false negatives), demonstrating strong concordance with the OOB values from the training data subset and suggesting that the approach performs well on the validation data with respect to stakeholder preferences (Figure 2). Similar to the OOB performance on the training data, the model achieved a sensitivity of 64.7% and a specificity of 70.6%, and positive and negative predictive values of 26.8% and 92.3% respectively.

Figure 2: Random forests confusion matrix for 30-day all-cause readmissions on validation data using 5:1 cost ratio.

Given the performance of the model, one may inquire as to which predictors are contributing to the black-box fit constructed by the RF. The variable importance scores computed by RF can provide such insights, and the variable importance plot for the 5:1 30-day all-cause readmission model is shown in Figure 3. Recall that this score is to be interpreted as the increase in prediction error assuming that the predictor is not allowed to contribute to the current model. Hence, these scores are conditional on the existing model and do not apply to a model refit with a given predictor excluded. For example, Figure 3 indicates that if the predictor representing the total count of previous admissions is not allowed to contribute to the current model, predictive accuracy for the outcome “readmission” would decrease by about 2.0%. It is important to note that for variables further down the plot, such as the first heart rate value, despite the variable importance value being near 0, this does not necessarily imply that the variable has no predictive power. Variables in RF models are intricately tied together through the tree construction process and singly weak predictors can have large aggregate contributions. The plot only considers contributions to predictive accuracy one predictor at a time.

We included 39 predictors in our selected model, and the top 10 predictors are included in Figure 3. Prior health system utilization, the clinical service at discharge, and vital signs were among the most important predictors. For a full illustration of all variables’ importances, see the Appendix.

3.3 7-Day Unplanned Readmissions Random Forests Model

To provide additional insight into preventable readmissions, we focused on 7-day unplanned readmissions that were identified as unplanned by ICD-9 and DRG codes. We used a cost ratio of 20:1, reflective
of the decreased prevalence of unplanned 7-day readmissions. The training model had a sensitivity of 61.2%, a specificity of 65.3%, and positive and negative predictive values of 7.1% and 97.4% respectively (Figure 4). The results for the validation data were similar (Figure 5). We observed an empirical cost ratio of 19.5, in accordance with the target cost ratio of 20:1. To assess the impact of predictors on unplanned 7-day unplanned readmissions, we analyzed the importance of the top 10 predictors as done for the 30-day all-cause model (Figure 6). The most important predictors were similar for the two readmission outcome timeframes, except that the serum sodium value at discharge appears in the top predictors of 7-day unplanned readmissions and blood pressure measurements do not. For a full illustration of all variables’ importances, see the Appendix.

4 Discussion
4.1 Model performance
In this study, we report that two RF models sensitive to asymmetric costs can accurately predict 30-day all-cause and 7-day unplanned readmissions. We demonstrate that cost-sensitive models can achieve a balance between sensitivity and specificity, thereby overcoming the RF problem of majority class bias that is a hindrance to accurate prediction of a minority class, such as readmission events following discharge. We also demonstrate that the RF approach can utilize information encoded in EHR data to make predictions. Finally, we peek inside the black-box model and highlight the importance of variables such as health care utilization, number of discharge medications, and vital signs in the prediction of readmissions.

Considering the positive and negative predictive values for the 30-day all-cause readmissions model, when the RF predicts a readmission, it makes about 4 mistakes for every correct prediction. However, when it predicts no readmission, it is rarely wrong—only once in 20 predictions. The reason that the model is generally accurate when predicting no readmission, but not when predicting readmission, is a consequence of the 5:1 ratio of costs that were predefined. Given that it is of relatively high cost to misidentify a case that results in a readmission, the model casts a wide net and is more likely to predict a readmission unless
Figure 4: RF confusion matrix for 7-day unplanned readmissions on training data (OOB) using 20:1 cost ratio.

Figure 5: RF confusion matrix for 7-day unplanned readmissions on validation data using 20:1 cost ratio.
Figure 6: Variable importance plot for 7-day unplanned readmissions RF model. The top 10 variables for the class “readmission” are shown.

it is fairly certain that the case will not result in a readmission. Health system priorities should dictate the width of this net. For example, UPHS administrators should consider the resource constraints or financial costs associated with 4 mistakes for each correct readmission prediction.

4.2 Comparison to Previous Results
A previous modeling effort for 30-day all-cause readmissions for UPHS produced sensitivity and specificity values of 39% and 84%, respectively, and a PPV and NPV of 30% and 89%, respectively, on prospective data [12]. We see that our RF approach drastically improves sensitivity with some reduction in specificity and improves the NPV with a slight reduction in the PPV. It is important to note, however, that this is not a fair comparison. The results for the previous model mathematically imply a cost ratio of roughly 1.5:1, as compared to our current cost ratio of 5:1. And an honest comparison of models under asymmetric costs requires proper tuning of all of the models under comparison to the desired cost ratio [20]. Given the lower cost of false negatives in the previous model versus ours, it is not surprising to see such a high value for specificity.

Other recent studies have used large EHR datasets to construct readmission prediction models. Shadmi et al. [33] developed a logistic regression model to predict 30-day unplanned readmissions in patients admitted to the general medicine service. They evaluated 76 candidate variables for their model and presented two potential risk thresholds. The higher threshold exhibited an effective cost ratio of 2:1 with a sensitivity of 22% and specificity of 92%, while the lower threshold had an effective cost ratio in the validation set of 1:1.5 with a sensitivity of 37% with specificity 83%. Amarasingham et al. [34] evaluated 30 candidate variables to create a logistic regression model to predict 30-day all-cause readmissions or death in general medicine patients. The effective cost ratio in the validation set for the chosen threshold was 1:3.7 with a sensitivity of 49% and specificity of 73%.

Some readers may wonder why we are considering forecasted classes and confusion tables rather than probability outputs and c-statistics to evaluate our candidate model. To compute a c-statistic would require
simply changing the threshold on the number of votes needed for classification as an unplanned readmission as is done for logistic regression. However, as previously discussed, when simply altering the threshold on the final votes, asymmetric costs are no longer reflected through the entire model construction. Also, to implement a model in practice, decisions must be made by stakeholders about the tradeoff of errors. Hence, examining the performance of the model correctly tuned to reflect stakeholder preferences should be most appropriate. A higher c-statistic value does not necessarily imply better predictive performance at a particular cost ratio, all else equal.

4.3 Future Directions

While the prototype models presented in this paper show promise for predicting readmissions, there is still substantial opportunity to improve the predictions. There are almost certainly useful covariates missing from the available data set that could improve predictive accuracy, and other machine learning algorithms such as support vector machines [35] and stochastic gradient boosting [30] could be explored. While RF shows consistently strong performance against such competitors, performance is ultimately dataset dependent. Additionally, the target outcomes could be refined to focus on preventable readmissions [25], or readmissions for specific diseases or medical conditions. After a model is constructed, providers are then presented with the challenge of integrating the prediction tool into practice, and designing and testing interventions to be used when a patient meets threshold criteria for readmission risk. Finally, the machine learning framework presented herein is highly flexible and can be applied to a broad set of health system prediction tasks, such as predicting length of stay and assessing risk of mortality.

5 Conclusion

In summary, we have presented a data-driven machine learning approach to predicting hospital readmissions derived from EHR data obtained at the University of Pennsylvania Health System. We employed a machine learning approach that could process a large set of patient and visit-level information to discover patterns in the data associated with readmissions. Our approach demonstrates that cost asymmetries can be integrated into the construction of RF models such that their predictions best reflect user needs and values. Models such as those presented herein could be implemented into an EHR so that a prediction can be produced at time of discharge for each patient. This prediction can help target scarce health system resources to the patients in need of transitional care interventions, resulting in improved patient outcomes and reduced health system costs.
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Appendix A: Full Variable Importance Plots

Figure 7: Variable importance plot for 39 predictor variables for 30-day all-cause readmissions. Lab values used in the model were the first and last recorded values during the admission or missing. To account for missingness, lab measurements (and times) were categorized into deciles with an additional category for missingness. “Service” represents the discharging service, “Service Group” is a broader grouping of discharging services, and “Admission Type” indicates whether it was a routine/elective visit or an emergency visit. Variables with negative importance scores are not necessarily useless as they may be important in interaction effects captured by the model.
Figure 8: Variable importance plot for 39 predictor variables for 7-day unplanned readmissions. Lab values used in the model were the first and last recorded values during the admission or missing. To account for missingness, lab measurements (and times) were categorized into deciles with an additional category for missingness. “Service” represents the discharging service and “Admission Type” indicates whether it was a routine/elective visit or an emergency visit. Variables with negative importance scores are not necessarily useless as they may be important in interaction effects captured by the model.