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Abstract

The White House issued Guidelines for Opening Up America Again to help state and local officials when reopening their economies. These included a “downward trajectory of positive tests as a percent of total tests within a 14-day period.” To examine this rule, we computed the probability of observing continuous decline in positivity when true positivity is in decline using data-driven simulation. Data for COVID-19 positivity reported in New York state from April 14 to May 5, 2020, where a clear reduction was observed, were used. First, a logistic regression model was fitted to the data, considering the fitted values as true positivity. Second, we created observed positivity by randomly selecting 25,000 people per day from a population with those true positivity for 14 days. The simulation was repeated 1,000 times to compute the probability of observing a consecutive decline. As sensitivity analyses, we performed the simulation with different daily numbers of tests (10 to 30,000) and length of observation (7 and 21 days). We further used daily hospitalizations as another metric, using data from the state of Indiana. With 25,000 daily tests, the probability of a consecutive decline in positivity for 14 days was 99.9% (95% CI: 99.7% to 100%). The probability dropped with smaller numbers of tests and longer lengths of consecutive observation, because there is more chance of observing an increase in positivity with smaller numbers of tests and longer observation. The probability of consecutive decline in hospitalizations was ~0.0% regardless of the length of consecutive observation due to large variance. These results suggest that continuous declines in sample COVID-19 test positivity and hospitalizations may not be observed with sufficient probability, even when population probabilities truly decline. Criteria based on consecutive declines in metrics are unlikely to be useful for making decisions about relaxing COVID-19 mitigation efforts.
Introduction

As a reaction to the COVID-19 pandemic in the US, lockdown orders restricting people’s movement were issued by state governments to mitigate the transmission risk in March 2020. After the lockdown orders continued over several months, federal and state governments started seeking an exit strategy to reopen educational and economic activities suspended during the lockdown orders. The White House issued a guideline for reopening of economies, “Opening up America Again”(1), which included several numerical criteria. One of them was a “downward trajectory of positive tests as a percent of total tests within a 14-day period.” They also proposed criteria based on consecutive decline in metrics related to COVID-19, such as COVID-like syndromic cases. State guidelines were devised that were based on the White House recommendations. For example, the state of Indiana proposed that a decision to reopen will be made when “the number of hospitalized COVID-19 patients statewide has decreased for 14 days.”(2) and in Wisconsin, “the three phases by the state would begin when there are 14 consecutive days of decreasing COVID-19 cases.”(3) However, these criteria were proposed without solid scientific evidence.

Beyond the above criteria, another metric used in policymaking has been the effective reproduction number, i.e., the average number of secondary cases produced by a single primary case (4). The effective reproduction number is used in assessing whether the epidemic is under control and supported policy-making for COVID-19 and other infectious diseases (5). There are quite a number of approaches in estimating the effective reproduction number proposed with different assumptions (4, 6, 7) and different types of data (8, 9). If the effective reproduction number is below 1, this suggests the epidemic is shrinking. However, the number itself cannot tell us why the number is below 1. For example, the effective reproduction number could be reduced
because the disease spread substantially and the remaining susceptible population is insufficient
to maintain transmission, or because herd immunity has been achieved by mass vaccination. If so,
the risk of resurgence of epidemic is minimal at least for a while until (if) people lose immunity
(obtained through either infection or vaccination) or susceptible children accumulate, which has
been observed for measles outbreaks (10). However, there is another possibility that individual
and societal protective behaviors, including lockdown orders, temporally reduced the effective
reproduction number. For example, the mitigated mobility was associated with the growth of the
COVID-19 epidemic in many counties in the US (11). Given that the effective reproduction
number does not tell us the mechanism, we do not know if the epidemic is ending or if resurgence
is likely. Indeed, many of the countries that experienced a first wave have experienced one or
more additional waves, although the effective reproduction number declined below one after the
epidemic peak of the first wave. Given the foregoing, the effective reproduction number solely is
not likely to serve as a universal criterion for relaxing lockdown orders, although it surely informs
judicious decision-making by leaders.

Similar to the reproduction number, consecutive decline in the metrics related to COVID-19
could be influenced by the above mechanisms related to epidemiological dynamics. However, the
consecutive decline is specifically influenced by the observational process which is usually
accounted for in the estimation of the effective reproduction number. For instance, observed
positivity (i.e., daily number of reported cases/daily number of persons tested) is dependent on
both the true (population) positivity and number of tests performed every day. If the number of
tests is low, the observed positivity might be far from the true positivity, which yields fluctuation
in observed positivity over time, and the consecutive decline for long period would likely not be
realized even if true positivity declines during the period. Thus, we hypothesize that consecutive
decline in COVID-19 related metrics is not a realistically achievable criterion.
Herein, we examine this hypothesis by the use of simple simulations that preserve the properties of the empirically observed data (i.e., data-driven simulation). To provide some context to inform the potential utility of rules involving consecutive runs of a decreasing outcome metric, we computed (1) the probability of observing a continuous decline for 14 days in the percent of individuals tested positive for SARS-CoV-2 infection (i.e., positivity) and (2) the probability of observing a continuous decline for 14 days in the number of patients hospitalized due to SARS-CoV-2 infection.

Materials and Methods

Data and fitting

1. Positivity data from New York state

The daily number of tests (note: ‘test’ means real time polymerase chain reaction test hereafter) and daily number of positive cases in New York state have been reported by New York State Department of Health (12). We extracted the data from April 14 to May 5, 2020. Daily positivity is defined as the proportion of positive cases among all tests performed. The data are depicted in Figure 1A-C. The number of tests fluctuates, especially dropping during weekends, but is relatively stable over the period. The average number of daily tests was 25,313. Meanwhile, both the number of reported cases and positivity dropped over time, although the number of reported cases also fluctuated and dropped over weekends. We fit a logistic model to daily positivity and denoted the fitted positivity on day \( t \) as \( p(t) \) (the line in Figure 1C). During this period, \( p(t) \) is clearly on a monotonic downward trend: it was 37.8% on day 1, and declined to 17.9% and 11.1% on days 14 and 21. We assume \( p(t) \) is true positivity used in the simulation.
2. Hospitalization data from Indiana state

The data for daily number of new hospitalizations (both ICU and non-ICU) in Indiana has been summarized by the Regenstrief Institute (13). We extracted the daily data from April 7 to May 9, 2020. The data are depicted in Figure 1D. The number of hospitalizations fluctuate and dropped during weekends. We fitted a linear model to the data. We denoted the observed number of hospitalizations on day $t$ as $H_r(t)$, and the corresponding conditional expected value estimated by the regression model on day $t$ as $H_m(t)$ (Figure 1D), both of which are used in the simulation.

During the period of observation, $H_m(t)$ was clearly on a downward trend: it was 160.8 on day 1 and declined to 135.5 on day 14 and 121.9 on day 21, respectively.

Simulations of probability of consecutive descending runs given estimated model

Assuming that 25,000 independent persons (we set the number close to the average number of tests in New York state from April 14 to May 5, 2020) are tested every day, that there is no autocorrelation, daily positive case counts on day $t$ (from April 14), $C(t)$, was determined following binominal distribution with probability $p(t)$ obtained by fitting a logistic model to the data from New York state (note: true positivity, not the raw data). If $C(t)$ or positivity (i.e., $\frac{C(t)}{25000}$) continuously declines for 14 days from April 14, we can conclude that the criteria (i.e., consecutive decline in positivity) can capture the actual downward trend. We repeated the process of creating $C(t)$ 1000 times and computed the probability that we would observe a decline in observed positivity continuously for 14 days from April 14: $Prob(\frac{C(1)}{25000} > \frac{C(2)}{25000} > \cdots > \frac{C(14)}{25000})$.

As sensitivity analyses, we performed the same simulation with different length of observation (7 and 21 days) and different number of tests (10, 100, 1,000, 10,000, 50,000 tests per day).
Similarly, we computed the probability of a consecutive decline in the daily number of hospitalizations, \( H(t) \), using the daily hospitalization data from Indiana state and fitted values. We assumed the number was drawn from a normal distribution (a reasonable approximation by the central limit theorem), where the mean is \( H_m(t) \) and the variance is \( S^2 H_r(t)/H_m(t) \). \( S \) is the residual variance obtained in the regression. If hospitalizations, \( H(t) \), continuously decline for 14 days from April 7, we can conclude that the criteria (i.e., consecutive decline in hospitalization) can capture the actual downward trend. We repeated the process of creating \( H(t) \) 1000 times and computed the probability that we would observe a decline in daily hospitalizations continuously for 14 days from April 7 (i.e., \( \text{Prob}(H(1) > H(2) > \cdots > H(7)) \)). As a sensitivity analysis, we performed the same simulation with different length of observation (7 days and 21 days).

The 95% confidence intervals (CIs) of the probabilities were computed assuming a binomial distribution: denoting the probability as \( p \), the 95\%CIs are computed as \( p \pm 1.96\sqrt{p(1 - p)/1000} \).

All simulations were performed using the statistical computing software R 4.0.1 (R Development Core Team). The codes used in this study will be available online (doi: 10.5281/zenodo.3899680).

Results

**Figure 2** depicts 10 simulation runs of positivity and hospitalizations. Both metrics tended to decline over time. Positivity does not have a large heterogeneity among simulation runs, because of the large number of tests, however, the hospitalizations has large heterogeneity among simulation runs. Further, the hospitalizations sometimes increased compared with the previous day in the same simulation run.
Table 1 summarizes the probability of a consecutive decline in observed positivity with different numbers of tests and length of observation. The probability was 99.9% (95%CI: 99.7-100.0) with 25,000 daily tests with 14 days observation. The probability dropped with small number of tests. With 1,000 daily tests, the probability was only 1%. As we expected, the probability was smaller with longer observation. For simulation with hospitalization data, the probability of consecutive decline in newly observed hospitalizations was ~0.0% for 14 days of observation. The probability was ~0.0% for 7- and 21-days observation.

Discussion

We examined the rule for relaxing the lockdown orders proposed by the White House and adopted by some state governments, specifically focusing on the continuous decline in epidemiological metrics. We used the daily positivity and daily new hospitalization as examples of such metrics. Using the daily positivity data from New York state and daily hospitalizations in the state of Indiana, where the data showed clear descending trends, we simulated the observed daily positivity and daily new hospitalizations over 14 days. From 1,000 repeated simulations, we estimated the probability of consecutive decline in each metric. With a large number of tests (i.e., 25,000 per day), the probability of consecutive declines in positivity was sufficiently high (99.9%), however, it dropped with smaller numbers of tests and longer periods of observation.

The number of tests performed in New York state (about 25,000 per day) is markedly higher compared with the other states. Most of the states performed less than 10,000 tests per day and the average is about 5,000 in the same period (late April to early May)(14). Given our simulation results (Table 1), observing consecutive decline in positivity for 14 days with 5,000 daily tests is less than 60%, suggesting the criterion may not be able to capture the actual decline in positivity.
with this number of tests. Further, in small or rural counties or locales, the number of testing
should be much smaller, and the probability of consecutive declines becomes very low, despite
the presence of a true downward trend. The same probability (i.e., consecutive decline) using the
daily hospitalization data from Indiana state was extremely low (zero for practical purposes)
regardless of the length of observation. This is due to the large variance in hospitalizations.
Overall, our computations suggest that criteria for decision-making based on lengthy consecutive
runs of monotonic changes are unlikely to be useful, or at least need to be carefully examined on a
case-by-case basis considering realistic settings and factors that influence the magnitude of
observational error, such as number of tests.

The novelty and strength of this study is that we used real data from New York and Indiana states
from the current pandemic to realistically assess the criteria used for decision-making. Because
the results are dependent on the data and the criteria used, we suggest using the same framework
for each case needing to be assessed. That said, the criterion (consecutive decline) did not seem
realistically achievable based on our study, partially because positivity and hospitalizations did
not decrease fast enough and the variance of observational error of hospitalization was large. The
criterion might work for other metrics or other diseases.

A limitation of this study is that we assumed logistic or linear models for the outcome metrics.
Numerous mathematical models have been proposed to describe COVID-19 infection dynamics
(15-17), some of which might better explain the COVID-19 dynamics from the beginning to the
end. However, we did not employ those models because we focused only on the declining phase
of the epidemic, which can be described by those simple logistic and linear models without losing
generalizability. If the actual disease dynamics fluctuate when the epidemic is moving toward the
containment phase, the probability of consecutive decline in observed outcomes might decrease
further than what we observed in our simulation.
Compared with the criterion based on consecutive decline metrics, the effective reproduction number is more robust against such measurement error because its computation is dependent on the longitudinal case reports weighted by an infectivity function, rather than the number of cases reported on a single time point. Further, the fluctuation of the effective reproduction number has been observed and acknowledged (7, 18). Therefore, researchers are advised to assume the effective reproduction number is constant for a short period to simplify interpretation. There is a long history for conceptualization and computation of the effective reproduction number, whereas consecutive decline has not been examined until our study, as far as we know.

Conclusions

Some government officials and public health sectors in the US have argued to use consecutive decline in metrics such as positivity and number of hospitalizations, to make decisions about relaxing lockdown measures and restarting economic activities. However, these decision rules were not supported by scientific evidence. We believe our data-driven simulation approach, which had not yet been applied to this question, has added scientific insight in assessing whether such decision rules are realistically useful to accomplish their purpose. As we demonstrated here, such criteria might not be useful because those metrics are severely influenced by not only epidemiologic dynamics, but also measurement (i.e., sampling) error. Robust criteria for decision-making regarding relaxing social distancing measures are warranted.
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Figure legends

Figure 1. Positivity of COVID-19 in New York and hospitalizations of COVID-19 in Indiana.

The open circles are (A) the daily number of tests and (B) daily number of reported cases from April 14 to May 5, 2020 in New York state, respectively. C. The open circles and the line are the positivity (proportion of persons tested who are positive) and fitted positivity computed as the proportion of daily number of reported cases in the daily number of tests. D. The open circles and the line are the number of newly hospitalized patients reported in Indiana from April 6 to May 9.

Figure 2. Simulation runs of positivity and hospitalizations.

Simulation was performed using the positivity and hospitalization data. A. Gray lines are the observed positivity of 10 simulation runs with 25,000 daily tests. B. Gray lines are the observed number of hospitalized cases of 10 simulation runs.
### Table 1. Probability (%) of observing consecutive decline in positivity

<table>
<thead>
<tr>
<th>Length of observation (days)</th>
<th>1000</th>
<th>5000</th>
<th>10000</th>
<th>25000</th>
<th>50000</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>1.0</td>
<td>54.4</td>
<td>89.4</td>
<td>99.9</td>
<td>100.0</td>
</tr>
<tr>
<td>(0.4 - 1.6)</td>
<td>(51.3 - 57.5)</td>
<td>(87.5 - 91.3)</td>
<td>(99.7 – 100.0)</td>
<td>(100.0 – 100.0)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>15.4</td>
<td>79.1</td>
<td>96.9</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>(13.2 - 17.6)</td>
<td>(76.6 - 81.6)</td>
<td>(95.8 – 98.0)</td>
<td>(100.0 – 100.0)</td>
<td>(100.0 – 100.0)</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>0.0</td>
<td>26.0</td>
<td>72.9</td>
<td>99.2</td>
<td>100.0</td>
</tr>
<tr>
<td>(0.0 – 0.0)</td>
<td>(23.3 - 28.7)</td>
<td>(70.1 - 75.7)</td>
<td>(98.6 - 99.8)</td>
<td>(100.0 – 100.0)</td>
<td></td>
</tr>
</tbody>
</table>

Note: the numbers in parentheses are the 95% confidence intervals.