Uncovering clinical risk factors and prediction of severe COVID-19: A machine learning approach based on UK Biobank data
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Abstract

Background: COVID-19 is a major public health concern. Given the extent of the pandemic, it is urgent to identify risk factors associated with severe disease. Accurate prediction of those at risk of developing severe infections is also important clinically.

Methods: Based on the UK Biobank (UKBB data), we built machine learning (ML) models to predict the risk of developing severe or fatal infections, and to evaluate the major risk factors involved. We first restricted the analysis to infected subjects, then performed analysis at a population level, considering those with no known infections as controls. Hospitalization was used as a proxy for severity. Totally 93 clinical variables (collected prior to the COVID-19 outbreak) covering demographic variables, comorbidities, blood measurements (e.g. hematological/liver and renal function/metabolic parameters etc.), anthropometric measures and other risk factors (e.g. smoking/drinking habits) were included as predictors. XGboost (gradient boosted trees) was used for prediction and predictive performance was assessed by cross-validation. Variable importance was quantified by Shapley values and accuracy gain. Shapley dependency and interaction plots were used to evaluate the pattern of relationship between risk factors and outcomes.

Results: A total of 1191 severe and 358 fatal cases were identified. For the analysis among infected individuals (N=1747), our prediction model achieved AUCs of 0.668 and 0.712 for severe and fatal infections respectively. Since only pre-diagnostic clinical data were available, the main objective of this analysis was to identify baseline risk factors. The top five contributing factors for severity were age, waist-hip ratio (WHR), HbA1c, number of drugs taken (cnt_tx) and gamma-glutamyl transferase levels. For prediction of mortality, the top features were age, systolic blood pressure, waist circumference (WC), urea and WHR.

In subsequent analyses involving the whole UKBB population (N for controls = 489987), the corresponding AUCs for severity and fatality were 0.669 and 0.749. The same top five risk factors were identified for both outcomes, namely age, cnt_tx, WC, WHR and cystatin C. We also uncovered other features of potential relevance, including testosterone, IGF-1 levels, red cell distribution width (RDW) and lymphocyte percentage.

Conclusions: We identified a number of baseline clinical risk factors for severe/fatal infection by an ML approach. For example, age, central obesity, impaired renal function, multi-comorbidities and cardiometabolic abnormalities may predispose to poorer outcomes. The presented prediction models may be useful at a population level to help identify those susceptible to developing severe/fatal infections, hence facilitating targeted prevention strategies. Further replications in independent cohorts are required to verify our findings.
Introduction

Coronavirus Disease 2019 (COVID-19) has resulted in a pandemic affecting more than a hundred countries worldwide. More than 30 million confirmed cases and 900,000 fatalities have been reported worldwide as at 17th Sep 2020 (https://coronavirus.jhu.edu/map.html), while a large number of mild or asymptomatic cases may remain undetected. Given the extent of the pandemic, it is urgent to identify risk factors that may be associated with severe disease, and to gain deeper understanding its pathophysiology. Accurate prediction of those at risk of developing severe infections is also clinically very important.

Machine learning (ML) approaches are powerful tools to predict disease outcomes and have been increasingly applied in biomedical research. An important advantage is that ML methods can capture complex, non-linear and even interactions between variables, hence leading to better predictive power in many circumstances. In view of the COVID-19 pandemic, many ML models have been developed for diagnostic or prognostic purposes. A recent review nicely summarized many of these models.

Here we made of the UK Biobank (UKBB) data to build ML models to predict the severity and fatality from COVID-19, and evaluate the contributing risk factors. While predictive performance is the main concern in most previous studies, we argue that ML models can also provide important insight into individual contributing factors, and the pattern of complex relationship between risk factors and the outcome, which may not be captured by conventional linear models. We note that in the UKBB, clinical data were collected years before the outbreak of infection in 2020, which is a limitation. Ideally, the predictors should be measured at the time when the model is intended to be applied (e.g. at admission). However, we believe building ML models with previously collected clinical data is useful for several reasons.

First of all, this approach may facilitate the identification of potential causal risk factors. As the predictors are collected prior to the outbreak, there is no concern of reverse causality. In practice, infection itself will lead to changes in many clinical parameters (e.g. glucose, inflammatory markers, liver/renal functions etc.); hence it is often difficult to tell the direction of effect in cross-sectional observational studies. While many have studied risk factors on COVID-19 susceptibility or severity in the UKBB or other cohorts (e.g. see), most relied on conventional linear models. As such, non-linear effects and interactions between variables may be missed. We hypothesize that this study will identify general or ‘baseline’ risk factors or laboratory measurements that may be predictive of outcome.

Secondly, the UKBB is a huge population-based sample (N close to 500,000) that enables ML models to be developed at the general population level. For example, at a population level, who may be more susceptible to developing severe or fatal infections? This may have implications for prioritizing individuals for specific prevention (e.g. vaccination) strategies and diagnostic testing under limited resources. Importantly, there is a lack of such population-level prediction models, and this study may fill the gap.
In this study we performed four sets of analysis. In the first two sets of analysis, we built ML models to predict severity and mortality of COVID-19 within those who are tested positive for the virus. In the other two analyses, we aimed to predict severity and mortality of COVID-19 at the population level, considering subjects not known to be infected as ‘controls’. We employed XGboost, a state-of-the-art ML tool for prediction, and identified how different risk factors and their interactions impact on disease severity.

**Methods**

**UK Biobank data**

For details of UK Biobank data please refer to ref\(^{12}\). The UK Biobank is a large-scale prospective cohort comprising over 500,000 subjects aged 40–69 years when they were recruited in 2006–2010. The present analysis was conducted under project number 28732.

**COVID-19 phenotypes**

COVID-19 outcome data were downloaded from data portal provided by the UKBB. Details of data release are provided at [http://biobank.ndph.ox.ac.uk/showcase/exinfo.cgi?src=COVID19](http://biobank.ndph.ox.ac.uk/showcase/exinfo.cgi?src=COVID19). Briefly, COVID test data was extracted on 25 Jul 2020, which covers test specimens taken from 16 March 2020 to 19 July 2020. The data also included an indicator on whether the patient was an inpatient when the specimen was taken. We consider inpatient (hospitalization) status as a proxy for severity, as more sophisticated indicators of severity were not available. Data on mortality and cause of mortality were also extracted (as at 31 Jul 2020). Death cause indicated by U07.1 was considered to be a fatal case with laboratory-confirmed COVID-19. Please also refer to [http://biobank.ndph.ox.ac.uk/showcase/exinfo.cgi?src=COVID19_tests](http://biobank.ndph.ox.ac.uk/showcase/exinfo.cgi?src=COVID19_tests) on relevant details.

We considered a case as ‘severe COVID-19’ if the subject is an inpatient and/or if the cause of mortality is U07.1. For a very small number of subjects (N=21) whose cause of mortality was U07.1 but test result(s) was negative, they were excluded from subsequent analysis.

**Sets of analysis**

Four sets of analysis were performed. The first two sets were restricted to test-positive cases (total N=1747), with ‘severe COVID-19’ (N=1191) and death (N=358) due to COVID-19 as outcomes. Since only pre-diagnostic clinical data were available, the main objective of this analysis was to identify baseline risk factors for severe/fatal illness among the infected. We then performed another two sets of analysis with the same outcomes, but the ‘unaffected’ group was composed of the general population (N=489987) who were not diagnosed to have COVID-19 or tested negative. The four sets of analysis were also referred to as cohorts A to D as shown in Table 1.

**Data analysis**
We extracted a total of 93 clinical variables of potential relevance. Among these variables, 15 were categorical and 78 were quantitative traits. The missing rates were <20%. We chose a relatively large set of predictors as the ML model (XGBoost) is able to deal with a large number of predictors without overfitting. Another reason is that this study also aims to explore a wider variety of potential (new) risk factors for the disease. The full list of variables being analyzed is shown in Table S1. Briefly, we included basic demographic variables (e.g. age at recruitment, sex, ethnic group), comorbidities (e.g. heart diseases, type 2 diabetes, hypertension, asthma/COPD, cancer etc.), indicators of general health (number of medications taken, number of illnesses etc.), blood measurements (hematological measures, liver and renal function measures, metabolic parameters such as lipid levels, HbA1c etc.), anthropometric measures (e.g. waist circumference, waist-hip ratio, body fat percentage, body mass index [BMI] etc.) and lifestyle risk factors (e.g. smoking, drinking habits etc.).

Missing values of remaining features were imputed by two different approaches according to their data type. For categorical features, missing values were replaced by UK Biobank data coding representing “Prefer not to answer”. Following Twala et al.13, missing values were treated as a separate category, which has been shown to be a reasonably good approach for decision-tree models. One-hot encoding was then applied to categorical features. For the continuous features, missing values were replaced by the column mean (more complex methods are computationally expensive in view of the large sample size).

**XGboost prediction model**

XGboost with gradient-boosted trees was employed for building prediction models. Analysis was performed by the R package ‘xgboost’. We employed a 5-fold (nested) cross-validation strategy to develop and test the model. To avoid overoptimistic results due to choosing the best set of hyper-parameters based on test performance, the test sets were not involved in the tuning of hyper-parameters.

In each iteration, we divided the data into 5 folds, among which 1/5 was reserved for testing only. For the remaining 4/5 of the data, we further sampled 4/5 for training and 1/5 for hyper-parameter tuning. The best prediction model was applied to the test set. The process was repeated five times. A grid-search procedure was used to search for the best combination of hyper-parameters (e.g. tree depth, learning rate, regularization parameters for L1/L2 penalty etc.). The full range of hyper-parameters chosen or for grid-search is given in supplementary Table S2.

**Identifying and quantifying the effects of important predictors**

Identification the main contributing factors to severe/fatal infection is crucial to understanding of the model and uncovering new risk factors potentially linked to the severity of infection.

We employed three sets of indices to assess variable importance. The first index is known as ‘gain’. Intuitively, it is the improvement in prediction accuracy as a result of splitting based on the studied feature. The second index is the Shapley value (ShapVal)14,15, which is a measure based on game theory to assess the contribution of each feature. Shapley values also enable local explanation of the model as they could be
computed for each observation. Intuitively, the Shapley value of the $i$-th feature (for subject $k$) is the contribution of this feature to prediction of outcome for the subject considers all possible orderings of the features as the contribution may differ when variables enter the prediction algorithm in different orders. The third set of index is Shapley interaction value\textsuperscript{15}, which computes the difference in Shapley value of feature $i$ with and without another feature $j$. The gain and Shapley values were averaged across 5 folds.

**Results**

An overview of the sample sizes in each set of analysis is presented in Table 1.

**Prediction performance**

We performed 5-fold CV and the average AUC under the ROC curve is given in Table 1. We observed better predictive performances in cohort B (fatal cases vs outpatient cases) and D (fatal cases vs population with no known infection) when fatalities from COVID-19 were modeled. The corresponding mean AUC were 0.712 and 0.749 respectively. The mean AUC for cohort A (hospitalized/fatal cases vs mild cases) was 0.668 and AUC for cohort C (hospitalized/fatal cases vs population with no known infection) was 0.669.

**Important contributing variables identified**

The Shapley dependence plots (ranked by mean absolute ShapVal) and variable importance plots (ranked by gain) of the top 15 features are shown in Figures 1-12.

**Cohort A (hospitalized/fatal cases vs outpatient cases)**

For this set of analysis, the top 5 contributing features by ShapVal included age at recruitment, waist-hip ratio (WHR), HbA1c, number of medications received and gamma-glutamyl transferase (GGT). Higher levels of these risk factors generally lead to higher severity of disease among the infected. Interestingly, Shapley dependence plots revealed potential non-linear effects of risk factors on the outcome. For example, age at recruitment of 50 (age at diagnosis ~60-64) or above was associated with a marked increased risk of severe/fatal infection. (As recruitment was performed in 2006-2010, the age at diagnosis is ~10-14 years added to the recruitment age). For waist-hip ratio, levels of ~0.9 or higher appeared to be associated with marked increase in risks. Elevated risks were also observed true for HbA1c > ~40 mmol/mol and number of drugs received >= ~5. Impaired renal function (raised cystatin C and urea) were also linked to worse outcomes. For the effect of other features please also refer to Figure 1. We note that at more extreme levels of the variables, the observations are sparse so the trend (e.g. decreased risk) shown by the loess curve may not be reliable (this also applies to other cohorts). Variable importance based on gain revealed similar patterns of important features (Figure 2).

With regards to interaction between variable, most the top pairs of interacting variable involves age. For example, GGT interacts with age in affecting the risk of severe disease. As shown in Figure 3, younger individuals were observed to have more extreme ShapVal at similar ranges of GGT, suggesting the effect of
GGT on disease severity is more marked among younger subjects. The effects of HbA1c or WHR also seemed to be larger among younger subjects, but the reverse was observed for testosterone.

**Cohort B (fatal cases vs outpatient cases)**

The results are presented in Figures 4-6. The top 5 contributing variables by ShapVal included age, systolic blood pressure (SBP), waist circumference (WC), urea and WHR. Again certain non-linear ‘threshold’ effects appeared to be present for many top-ranked features. For age at recruitment, the risk for mortality was more marked beyond ~50, but unlike the case for cohort A, the risk continues to rise beyond this age up to ~70, indicating continuously escalating mortality with age among the elderly. SBP greater than ~140 mmHg was also associated with higher risks, with another rise at ~160 mmHg. Similarly, higher WC, WHR and urea were associated with elevated risk of mortality, but the effects were non-linear and showed threshold effects. Other possible associations included increased red cell distribution width (RDW), reduced percentage of lymphocytes and reduced IGF-1 levels with increased risk of mortality. Variable importance based on gain yielded similar results, but glucose level was also ranked among the top 5. As for interaction between the variables (Figure 6), the impact of waist circumference on the outcome was more prominent among younger individuals. On the other hand, the impact of SBP appeared more marked among the elderly.

**Cohort C (hospitalized/fatal cases vs population with no known infection)**

The results are presented in Figures 7-9. Based on ShapVal, age was the top contributing factor, similar to before. Among the top 10 variables, 3 were related to obesity (WC, WHR and BMI) but WC/WHR were ranked higher, suggesting central obesity may be a stronger predictor for severe disease than BMI alone. Two are related to multi-comorbidities in general (cnt_treatment/cnt_noncancer). Increased cystatin C and HbA1c as well as smoking status were also associated with higher susceptibility to severe infections. Smoking status was not ranked among the top in our previous analyses (A and B) that are restricted to infected individuals. The variable importance plot based on accuracy gain is shown in Figure 8. The top variables in general agree with the rankings from ShapVal. Compared to cohorts A or B, while age was still the most important contributing factor, the distance between age and other risk factors was less marked. Interaction plot (Figure 9) shows WHR and WC may interact with age, with elderly individuals showing more prominent effects from changes in WHR/WC.

**Cohort D (fatal cases vs population with no known infection)**

Relevant results are shown in Figure 10-12. Age was the top feature, followed by WC, number of drugs taken, WHR and cystatin C based on ShapVal. The top five features were in fact identical to those identified in cohort C. Other top features included testosterone, sex (male), mean platelet volume, RDW and total protein level. The features ranked by gain are shown in Figure 11. There top 5 features ranked by ShapVal were among the top 7 ranked by gain, indicating high consistency. Note that the genetic principal components were not directly interpretable, but were included here to adjust for possible confounding due to population substructures or more subtle ethnic differences. The other top-ranked features by gain included lymphocyte count, IGF-1 and HbA1c.
Shapley interaction analysis suggested the top interacting pairs involved age and some of top contributing features.

**Discussions**

In this study we performed four sets of analysis, predicting severe or fatal COVID-19 cases among the affected individuals or in the population. We also identified risk factors for increased severity or mortality from infection, which may shed light on disease mechanisms.

**Prediction of severity/mortality**

Regarding the predictive performance, the models predicted mortality (AUC ~71% to 75%) better than severity of disease. As discussed earlier, in the absence of better alternatives, hospitalization (test performed as inpatient) was used as a proxy for severity. However, reasons or criteria for hospitalization may vary across individuals or different hospitals, and some tests may be performed in in-patients for surveillance or due to other confirmed/suspected cases in the ward. On the other hand, mortality from infection is a more objective outcome.

A number of studies focused on prediction of severity/mortality of disease (corresponding to our prediction in cohorts A and B) were available and reviewed in ref 4. For model A (prediction of severity among infected), the AUC is ~67%, which is moderate but not as good as many previous ML models for severity prediction 4. The AUC for prediction of mortality is higher (~71%), but we noted many studies have reported much higher predictive power from clinical symptoms, blood biochemistry on admission and imaging features 4. We understand that without access to the above features, predictive performance may be inferior. Here we are not aimed at deriving a highly accurate prediction model; the main purpose is to identify general or ‘baseline’ risk factors for severe disease, thereby gaining insight into disease pathophysiology. However, we also showed that such clinical features or blood measurements, even when collected much earlier in time, may still be predictive of outcomes and hence may be incorporated into existing prediction algorithms.

For cohorts C and D, the general population (with no known infection) was also included. Compared to cohorts A and B, the identified risk factors may also increase the overall susceptibility to infection. The AUC for cohort C (severe/fatal disease) is ~67% but is much higher when mortality is considered as the outcome (AUC~75%). To our knowledge, there are very few predictive models built at a general population level to identify susceptible individuals. DeCaprio et al. 16 proposed an ML model to assess the vulnerability to COVID-19 in the population. However, due to limited data, no actual COVID-19 patients were included and ‘proxy’ outcomes were used instead. Models were built from mainly demographic and comorbidity data to predict hospitalization due to acute respiratory distress syndrome, pneumonia, influenza, acute bronchitis and other respiratory tract infections. In view of limitations of previous works and lack of models applicable to the population, our prediction models may be practically useful. If further validated, the presented models may help prioritize individuals for specific prevention strategies (e.g. vaccination) or viral testing (e.g. in a screening program).
A few other studies have studied risk factors (especially comorbidities) for COVID-19 infection in the UKBB. For example, Atkins et al. 5 studied elderly subjects (age>65) in UKBB, and found that hypertension, history of falls, coronary heart disease and type 2 diabetes and asthma as the top comorbidities among those hospitalized cases. The analysis was restricted to the elderly population however. In a more recent work, McQueenie et al. 6 studied multi-comorbidity and polypharmacy on the risk of developing the disease. The main risk factors were having >=2 long-term conditions, cardiometabolic disorders and polypharmacy were associated with heightened risk of infection. Among individuals with multi-comorbidities, severe obesity and impaired renal function may lead to increased risks. Another study of primary care patients in the UK revealed deprivation, males, older age, ethnicity (being black) and chronic renal disease were associated with higher risks of being tested positive. Another large-scale British primary care study of more than 17 million subjects revealed similar risk factors as above 17. There is also a relatively large literature on the study of risk factors associated with severe or fatal disease8-11,18-21. Some commonly reported risk factors included age, sex, obesity, diabetes, hypertension, cardiometabolic and respiratory disorders.

The main difference between the present work and previous epidemiological studies is that we employed a machine learning approach which is able to capture also non-linear and more complex interactive effects. As shown in our Shapley dependence plots, the models were able to reveal non-linear effects in a data-driven manner. We also included a larger number of blood measurements to shed light on potential new risk factors and the mechanisms underlying the disease.

**Highlights of potential risk factors**

For limit of space, we shall only highlight the top five to ten risk factor ranked by Shapley values here. Across the four cohorts, age and cardiometabolic risk factors predominate the top risk factors. For the population-based cohorts (C and D), the same five risk factors (age, number of medications received, waist circumference, WHR and cystatin C) were top-ranked. In fact, age and waist circumference was ranked among top 5 across all four cohorts, while number of medications of taken was in top 5 across three cohorts. Of note, cystatin C or urea (reflecting renal function) was among the top 5 across three cohorts, and top 10 in all cohorts. HbA1c is a top-10 risk factor across two cohorts.

Notably, obesity has been observed to be a major risk factor for susceptibility or severity of infection in the UK Biobank 7,22, and in many other studies23,24. The observation that waist circumference/WHR were highly ranked suggests that central obesity is a major risk factor and may be a better predictor of severity than BMI alone.

Among other comorbidities, another major risk factor we identified was impaired renal function (IRF), as reflected by elevated risks with raised urea and cystatin C. Several studies also suggested IRF increases risk of mortality 21,25,26, although it is probably not as widely recognized as cardiometabolic disorders as a main risk factor. Since COVID-19 itself may lead to renal failure, our findings specifically suggest that underlying or baseline IRF is an important risk factor. The high ranking of cystatin C also indicates this measure may better
reflect renal function than urea or creatinine (which were also included in our analysis)\textsuperscript{27,28}, and may serve as a superior predictor for COVID-19 severity. HbA1c reflects glycemic control, and it is unsurprising that it showed up as a risk factor for severity or mortality. Diabetes has been shown to raise the risk and severity of infection\textsuperscript{29,30}.

Other potential risk factors briefly highlighted below were less reported; as most were listed only once or twice among the top 10 list, and their Shapley values were close to other risk factors, further replications are required. For example, testosterone was top-ranked by XGboost, with higher levels associated with increased risk. Studies have suggested elevated or reduced testosterone levels may be both associated with a more severe clinical course\textsuperscript{31}. Higher IGF-1 appeared to be associated with greater mortality in cohort B. A recent preprint using simpler logistic models (adjusted for age, sex, ethnicity and lifestyle factors) and a slightly smaller sample from UKBB also revealed increased mortality among those with high IGF-1, but here we employed a more complex ML model with adjustment for a larger range of risk factors and comorbidities. We also found a few hematological indices that may be potential risk factors. High red cell distribution width (RDW) was associated with mortality in our study and was also identified in a recent meta-analysis of three studies as a risk factor\textsuperscript{32}. Low lymphocyte percentage was a top-10 risk factor in cohort B, which may be related to immune functioning and response to infections. Lymphopenia has been reported as a main hematological finding in those with severe illness\textsuperscript{33,34}. Most previous studies considered hematological indices at admission or during hospitalization. Slightly surprisingly, this study suggested that high RDW or reduced lymphocyte percentage \textit{prior to the diagnosis} may also be predictive of worse outcomes.

Some of other risk factors reported in other studies were not highly ranked or identified in this study. For example, smoking, diagnosis of coronary artery disease (CAD) or type 2 diabetes (DM), cancers, asthma/COPD were not consistently highly ranked by ShapVal or gain. One possibility is that other associated risk factors (e.g. obesity, IRF, high BP, raised HbA1c, multi-comorbidities as reflected by polypharmacy) may have largely accounted for the risks conferred by the above diagnoses. Also, it is possible that some patients only develop the above diseases after the last assessment and some ‘misclassification’ may be present, although this may not be only reason as other measurements are also subject to a similar kind of bias.

\textbf{Limitations}

Some limitations have been discussed above, for example the use of hospitalization as a proxy for severity, and that the predictors were recorded prior to the pandemic. We briefly discuss other limitations here. The UK biobank is a very large-scale study with detailed phenotypic data, but still the number of COVID-19 cases is not large (\(N \sim 1700\)), with a smaller number of fatal cases. Also, UKBB is not entirely representative of the UK population, as participants tend to be healthier and wealthier overall\textsuperscript{35}. Also, it remains to be studied whether the findings are generalizable to other populations. Symptom measures and lung imaging features were not available. Despite adjusting for a rich set of predictors and that all were recorded prior to the outbreak, causality cannot be confirmed from the current study, as there is risk of residual confounding by unknown factors.
cohorts C and D, the population with no known infection was regarded as controls. It is expected that some may become infected in the future, and some may have been infected but not tested; however, the chance of missing cases of severe infection is probably not high. Since the UKBB represents a relatively healthy population with low rate of severe COVID-19 cases so far (~0.2%), we expect the use of ‘unscreened’ controls is unlikely to result in substantial bias.

Regarding the ML model, XGboost is a state-of-the-art method that has been consistently shown to be the best or one of the best ML methods in supervised learning tasks/competitions \(^{36}\) (especially for tasks not involving computer vision or natural language processing). Nevertheless, other ML methods may still be useful or may uncover novel risk factors. Assessing variable importance is a long-standing problem in ML; here we mainly employed Shapley values which is both computationally fast and was shown to have good theoretical properties\(^{14,15}\).

**Conclusions**

In conclusion, we identified a number of baseline risk factors for severe/fatal infection by an ML approach. The Shapley plots revealed possible non-linear and ‘threshold’ effects on risks of severity. To summarize, age, central obesity, impaired renal function, multi-comorbidities, cardiometabolic abnormalities may predispose to poor outcomes, among other risk factors. The prediction models (for cohorts C/D) may be useful at a population level to identify those susceptible to developing severe/fatal infections, facilitating targeted prevention strategies. Further replication and validation in independent cohorts are required to confirm our findings.
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Table 1  The four sets of analysis performed and predictive performances

<table>
<thead>
<tr>
<th>Model</th>
<th>Group 1</th>
<th>Group 2</th>
<th>N (Group 1)</th>
<th>N (Group 2)</th>
<th>AUC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Hospitalized or fatal cases</td>
<td>Non-hospitalized cases</td>
<td>1191</td>
<td>556</td>
<td>66.8</td>
</tr>
<tr>
<td>B</td>
<td>Fatal cases</td>
<td>All other COVID-19 cases</td>
<td>358</td>
<td>1389</td>
<td>71.2</td>
</tr>
<tr>
<td>C</td>
<td>Hospitalized or fatal cases</td>
<td>UKBB subjects without a COVID-19 Dx or tested -ve</td>
<td>1191</td>
<td>489987</td>
<td>66.9</td>
</tr>
<tr>
<td>D</td>
<td>Fatal cases</td>
<td>UKBB subjects without a COVID-19 Dx or tested -ve</td>
<td>358</td>
<td>489987</td>
<td>74.9</td>
</tr>
</tbody>
</table>

Dx, diagnosis. N, sample size. AUC was taken from the average from 5 folds of cross-validation.
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Figure 1  Shapley dependence plot for cohort A (hospitalized/fatal cases vs outpatient cases)
Features are ranked by mean absolute ShapVal (the 1st row corresponds to features ranked 1st, 2nd and 3rd; the 2nd row corresponds to features ranked 4th, 5th and 6th and so on).
Figure 2    Variable importance ranked by gain for cohort A (top 15 variables shown)
Figure 3 Shapley dependence plot with color coding based on an interacting variable (cohort A)
Figure 4  Shapley dependence plot for cohort B (fatal cases vs outpatient cases)
Figure 5  Variable importance ranked by gain for cohort B (top 15 variables shown)
Figure 6  Shapley dependence plot with color coding based on an interacting variable (cohort B)
Figure 7  Shapley dependence plot for cohort C (hospitalized/fatal cases vs population with no known infection)
Figure 8  Variable importance ranked by gain for cohort C (top 15 variables shown)
Figure 9  Shapley dependence plot with color coding based on an interacting variable (cohort C)
Figure 10  Shapley dependence plot for cohort D (fatal cases vs population with no known infection)
Figure 11  Variable importance ranked by gain for cohort D (top 15 variables shown)
Figure 12  Shapley dependence plot with color coding based on an interacting variable (cohort D)