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ABSTRACT

Accurate and efficient diagnosis of potential COVID-19 patients is vital in the fight against the current pandemic. However, even the gold-standard COVID-19 test—reverse transcription polymerase chain reaction—suffers from a high false negative rate and a turnaround time of up to one week, preventing the infected from accessing the timely care they require, and impeding efforts to isolate positive cases. To address these shortcomings, this study develops a machine learning model based on the DenseNet-201 deep convolutional neural network, that can classify COVID-19 from chest radiographs in less than one minute and far more accurately than conventional tests (F1-score: 0.96; precision: 0.95; recall: 0.98). It uses a significantly larger dataset and more control classes than previously published models, demonstrating the promise of a machine learning approach for accurate and efficient COVID-19 screening. A live web application of the trained model can be accessed at https://cov2d19-classifier.herokuapp.com/.

INTRODUCTION

COVID-19 is a highly infectious disease that has been declared both a Public Health Emergency and pandemic by the World Health Organization (WHO) [1]. As of August 2020, the virus has infected more than 25 million people, killed upwards of 840,000, and disrupted the
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lives of millions more through travel restrictions, mandated quarantine periods, and school and business closures [2].

However, these aggressive lockdowns can only be so successful when new research suggests that current screening methods are imperfect. Take, for example, the only molecular test available to diagnose current COVID-19 infection: reverse transcription polymerase chain reaction (RT-PCR) [3, 4]. Turnaround times for test results range from one day to an entire week, depending on the patient's risk level [5]. Furthermore, within the first five days of exposure, the false negative rate for the test is 67%. Eight days after exposure, when the false negative rate is supposedly lowest, it remains as high as 20% [6]. Thus, anywhere from 20% to 67% of individuals currently screened by RT-PCR may be diagnosed as healthy when they actually have COVID-19, disrupting efforts to isolate positive cases and diverting healthcare resources from where they are most needed.

Chest radiographs (X-rays) represent another potential tool for COVID-19 diagnosis. However, some chest X-ray features of COVID-19 are only moderately characteristic to the human eye, and are sometimes undetectable [7]. Thus, diagnosis of COVID-19 by radiologists can be difficult and confusing, especially when distinguishing COVID-19 from other lung conditions like bacterial pneumonia or non-COVID-19 viral pneumonia.

Thus, an automatic COVID-19 diagnosis tool based on chest X-ray images that uses artificial intelligence and deep learning can provide two key benefits over current testing methods:

1. **Faster, cheaper, and more accurate testing.** Automated tests free up resources and streamline the healthcare process for COVID-19 patients. Machine learning has already
been successfully used in the diagnosis of other medical conditions, especially cancers, and sometimes with greater accuracy than human doctors [8-9].

2. **Increased testing accessibility for burdened healthcare systems and developing countries.** Many healthcare centers already have radiological imaging machines, eliminating the logistical difficulties and expenses associated with the distribution of conventional tests. In addition, under-resourced and developing countries, where tests and human radiologists are in extremely short supply, stand to benefit from automated models that serve as alternative testing processes. In Nigeria, only 1% of the population has been tested as of August 7 due to severe test shortages, multi-week test turnaround times, and limited government laboratories. Private facilities charge $132 per test. By comparison, a chest X-ray costs less than 5 USD (1,650 Naira) in Nigeria [10]. Thus, a machine learning model based on chest radiographs has the potential to offer improvements in performance and accessibility over current methods.

In particular, convolutional neural networks (CNNs) have proven useful for automatically extracting features that are not obviously characteristic in the original image, greatly improving imaging models [11]. CNNs can be further refined using transfer learning, a technique in which the convolutional layers of a network are pre-trained on a large, unrelated dataset of images, such as ImageNet. This provides unique advantages, including faster training on the new dataset, less required data, and overall better performance.

This paper proposes a transfer-learning-based CNN to predict cases of COVID-19 from simple chest X-ray images. The model is implemented with TensorFlow and the DenseNet-201 pre-trained model trained to classify normal, bacterial pneumonia, viral pneumonia, tuberculosis,
and COVID-19 pneumonia radiographs. This constitutes a total of 4 control classes apart from COVID-19.

Numerous other studies have created machine learning models to classify COVID-19 from radiological images [12-19]. However, these models are limited by their use of either a small dataset or only a few control classes. Dataset sizes in the studies reviewed range from 50 to approximately 1000 images, with only two using a dataset larger than the one in this study. Additionally, there were a maximum of only 2 control classes which always consisted of healthy images and non-COVID-19 pneumonia images. Our multiclass model uses 4 control classes: healthy, tuberculosis, and non-COVID-19 pneumonia further subdivided into two classes labelled as bacterial and viral. Combined with being trained on a larger dataset, this model has the advantage of being more generalized and robust in a real-world setting.

METHODS

A. Data Collection

9868 chest X-ray images of healthy individuals and those with COVID-19 pneumonia, bacterial pneumonia, viral pneumonia, or tuberculosis were compiled from several publicly available and open-source datasets [20-27]. The X-ray images were distributed as follows: 34% healthy, 28% viral pneumonia, 27% bacterial pneumonia, 5% COVID-19, and 4% tuberculosis.
Fig. 1: Example chest X-ray images. (a) tuberculosis, (b) COVID-19, (c) healthy, (d) viral pneumonia, (e) bacterial pneumonia

B. Data Preprocessing

To improve model generalization and processing speed, all X-ray scans were downsampled and resized to 128x128x3 pixel dimensions. The images were then converted to RGB scale and their labels one-hot encoded to be compatible with the most common transfer learning models.

Aiming to improve model generalization and reduce overfitting, the ImageDataGenerator function of Tensorflow Keras was used to randomly augment each image in real-time before
being trained on by the model. The augmentation parameters applied were horizontal flip, random rotation from 0 to 8 degrees, random width and height shift from 0% to 15%, and random zoom from 0% to 20%.

The data was then split into training, validation, and test sets. The same distribution of each disease across all split datasets was preserved. The training set consisted of 6324 images, the validation set of 1574, and the test set of 1970.

C. Model and Architecture

DenseNet-201, trained on the ImageNet dataset, was used as the convolutional layer of the proposed model. Training was performed using the following algorithm and architecture:

1. Apply convolutions to training images using DenseNet-201, freezing the model weights.
2. Apply 2-dimensional global average pooling.
3. Flatten data.
4. Feed data into a fully-connected dense layer consisting of 32 nodes, using the ReLU activation function.
5. Feed data into a fully-connected dense layer consisting of 5 nodes, using the softmax activation function for final disease classification.

![Fig. 2: A visualization of the DenseNet-201 architecture. “Each layer takes all preceding feature-maps as input.”][28]
The default Adam optimizer and categorical cross-entropy loss function were used due to the multiclass nature of the model. Training occurred with 50 epochs and a batch size of 5. Early stopping monitoring the validation accuracy was also implemented with a patience of 5 epochs. The model was stopped at epoch 22 after validation accuracy dipped below a prior accuracy for 5 epochs in a row, indicating overfitting, and the weights of the best earlier epoch were restored for the final model.

```python
base_model = tf.keras.applications.DenseNet201(input_shape=(image_height, image_width, 3), include_top=False, weights='imagenet')
base_model.trainable = False

global_average_layer = tf.keras.layers.GlobalAveragePooling2D()
flatten_layer = Flatten()
dense_layer1 = tf.keras.layers.Dense(32, activation='relu')
dense_layer2 = tf.keras.layers.Dense(5, activation='softmax')

model = tf.keras.Sequential([
    base_model,
    global_average_layer,
    flatten_layer,
    dense_layer1,
    dense_layer2
])

model.compile(optimizer='adam', loss='categorical_crossentropy', metrics=['accuracy'], run_eagerly=True, loss_weights=[1, 6, 1, 1, 6])

Fig. 3: Python code used to build model with TensorFlow Keras
```

**RESULTS**

Training accuracy steadily rose to 88.71% in the epoch which was selected for the final model. Validation accuracy stood at 82.97%, and the test set accuracy was 83.4%. More metrics are described in Table 1. The average area under the receiver operating curve (AUROC) for the model was 0.8963 (Figure 4). Figures 5 and 6 represent a confusion matrix of the raw classification values and a heatmap of the normalized confusion matrix.
**Table 1.** Precision, recall, F1-Score, and support metrics for each class.

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Support (Number Images in Test Set)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>0.93</td>
<td>0.96</td>
<td>0.95</td>
<td>639</td>
</tr>
<tr>
<td>COVID-19</td>
<td>0.95</td>
<td>0.98</td>
<td>0.96</td>
<td>125</td>
</tr>
<tr>
<td>Bacterial Pneumonia</td>
<td>0.76</td>
<td>0.77</td>
<td>0.76</td>
<td>556</td>
</tr>
<tr>
<td>Viral Pneumonia</td>
<td>0.76</td>
<td>0.74</td>
<td>0.75</td>
<td>567</td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>0.88</td>
<td>0.73</td>
<td>0.80</td>
<td>83</td>
</tr>
</tbody>
</table>

**Fig. 4:** Receiver operating curve for model performance on each class.

**Fig. 5:** Raw confusion matrix for model test predictions. NOR: Normal, COV: COVID-19, BP: Bacterial Pneumonia, VP: Viral Pneumonia, TB: Tuberculosis.
**DISCUSSION**

While our overall model classification accuracy of 83.4% could be improved upon, the classification accuracy for COVID-19 chest X-rays was exceptional, with a precision of 0.95, recall of 0.98, and F1 score of 0.96 (Figure 4). This represents an extremely accurate diagnosis of COVID-19: the false negative rate achieved of 5.38% is far lower than the minimum false negative rate of 20% for RT-PCR tests, and false positives are minimized as well.

Most of the reduction in the model’s accuracy can be traced to its trouble with distinguishing bacterial and viral pneumonia. While this limits the model’s usability as a general-purpose diagnostic tool across all five lung classes, it does not interfere with its primary goal of identifying new COVID-19 infections. Ultimately, the model was able to classify
COVID-19 chest X-rays more accurately than common tests used today, as well as differentiate COVID-19 from numerous other lung conditions.

It should be noted that future studies should investigate using more common respiratory infections such as the common cold or seasonal flu as control classes to confirm the model’s robustness. Further, due to the contagious nature of COVID-19, the physical practicalities of using imaging equipment on COVID-19 patients are complex as the machinery must be thoroughly cleaned between each screening, and patients are at risk of transmitting the virus whilst moving to and from the machinery [29].

A live web application of the trained model can be found at https://cov2d19-classifier.herokuapp.com/. Given an X-ray image, the app will return the probability that it belongs to each class along with a final prediction. This application is in beta development stage and has not been tested in a professional environment; therefore, it is not recommended for official medical use.

CONCLUSION

In this paper, we have developed a convolutional neural network using the DenseNet-201 model to detect cases of COVID-19 pneumonia from chest radiographs. It is robust and reliable, using a larger dataset and more control classes than most other models published. It is able to accurately distinguish COVID-19 from healthy, viral pneumonia, bacterial pneumonia, and tuberculosis X-ray images. It achieves an F1-score of 0.96 and a COVID-19 classification accuracy far exceeding that of RT-PCR tests, which suffer from a high false negative rate.
Given the sheer volume of patients that must be screened, this automated tool can save valuable time, money, and resources that are scarce in healthcare systems around the world. It may especially impact developing countries and resource-strained regions where both molecular tests and trained radiologists are in short supply, as an automated diagnosis tool provides a simple detection solution. We believe that this model, and machine learning as a whole, can significantly improve current COVID-19 diagnosis practices—vital in a pandemic where accurate and efficient screening is a must.
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