A Quantitative Lung Computed Tomography Image Feature for Multi-Center Severity Assessment of COVID-19
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Abstract

The COVID-19 pandemic has affected millions and congested healthcare systems globally. Hence an objective severity assessment is crucial in making therapeutic decisions judiciously. Computed Tomography (CT)-scans can provide demarcating features to identify severity of pneumonia—commonly associated with COVID-19—in the affected lungs. Here, a quantitative severity assessing chest CT image feature is demonstrated for COVID-19 patients. An open-source multi-center Italian database¹ was used, among which 60 cases were incorporated in the study (age 27-86, 71% males) from 27 CT imaging centers. Lesions in the form of opacifications, crazy-paving patterns, and consolidations were segmented. The severity determining feature — $L_{\text{norm}}$ was quantified and established to be statistically distinct for the three—mild, moderate, and severe classes (p-value < 0.0001). The thresholds of $L_{\text{norm}}$ for a 3-class classification were determined based on the optimum sensitivity/specificity combination from Receiver Operating Characteristic (ROC) analyses. The feature $L_{\text{norm}}$ classified the cases in the three severity categories with 86.88% accuracy. ‘Substantial’ to ‘almost-perfect’ intra-rater and inter-rater agreements were achieved involving expert and non-expert based evaluations ($\kappa$-score 0.79-0.97). We trained machine learning based classification models and showed $L_{\text{norm}}$ alone has a superior diagnostic accuracy over standard image intensity and texture features. Classification accuracy was further increased when $L_{\text{norm}}$ was used for 2-class classification i.e. to delineate the severe cases from non-severe ones with a high sensitivity (97.7%), and specificity (97.49%). Therefore, key highlights of this severity assessment feature are accuracy, lower dependency on expert availability, and wide utility across different imaging centers.
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1 Introduction

With the onset of the COVID-19 pandemic caused by the SARS-CoV-2 coronavirus, newer tools and techniques are increasingly needed for efficient detection and therapy. As of now, RT-PCR based detection of the virus from oral/nasal swabs is globally accepted as the confirmatory test. However, due to the chances of the absence of viral particles on the swab especially in the asymptomatic or mild cases, the sensitivity of the method suffers (71% [¹]). Therefore several screening methods are being deployed to augment COVID-19 detection including clinical history, symptom assessment, blood tests and imaging methods. Among the different imaging methods, chest X-Ray [²], Computed Tomography (CT) [³], and Ultrasonography (USG) [⁴,⁵] are used in different clinical settings across the world to identify features associated with lung pneumonia commonly caused in the COVID-19 infection.

¹https://www.sirm.org/category/senza-categoria/covid-19/
Among these imaging methods, CT and high-resolution CT (HRCT) have shown a sensitivity of up to 98% [1] and hence has emerged as a strong screening tool for COVID-19 [3]. Thus, CT-imaging reduces the incidence of several infected individuals being discharged back in the community [6,7]. The most common pathology seen in COVID-19 is pneumonia [7] (Figure 1) which eventually disrupts the lungs’ ability for gaseous exchange and reduces the oxygen availability for the normal cells to function. Due to the excessive deposition of fluid and pus (exudates) in the alveolar space, breathing is obstructed leading to respiratory failure. In severe cases, the immune response goes systemic and damages other vital organs like heart [8], liver [9] and kidney [10]. This increases the mortality of people with already present underlying health conditions and comorbidities like CAD (coronary artery disease), COPD (chronic obstructive pulmonary disease), CRF (chronic renal failure), diabetes, cancer, hepatitis, immunodeficiency etc. Although the disease can be fatal, most individuals show only mild symptoms and do not need hospitalization.

Due to the entire range of symptoms expressing in the population from asymptomatic to fatal, severity assessment is crucial for effective administration of the right therapeutic drugs as per the patient’s condition [11]. This becomes even more complicated with underlying conditions as some drugs that are otherwise effective for the virus, may have adverse effects on pre-existing conditions. Currently severity assessment is done by symptoms and chemical tests (liver function, pO2, saO2, procalcitonin, troponin, creatinine, blood cell count, inflammatory markers etc.). However most of the specific markers are expressed late into the disease and do not provide the direct status of the most affected organ, i.e. the lungs.

Some recent literature have shown chest CT to determine severity. Yang et. al. have analysed 20 segments from chest CT images (with constant CT parameters) manually (by expert) and based on an objective rating of opacification cover in each segment have assessed mild and severe disease state [12]. Although the evaluation is clinically thorough, the method is expertise-heavy and the requirement for a manual scoring of 20 different segments to obtain a severity score makes prediction of an incoming case cumbersome. Shen et. al. on the other hand have used (1) lesion percentage cover and (2) mean lesion density to evaluate severity in three categories in 44 affected individuals [13]. They have used a computed aided tool to semi-automatically segment lesions and identify the correlation between...
the two parameters and chest CT pathological features. Although, the computer aided performance correlated well with expert performance, no severity scoring index or predictive performance for classification into severity groups have been shown. Huang et. al. have used U-Net deep learning architecture in segmentation of the lung lesions [14], measured the percent opacification cover, and have shown that this feature was statistically different for the four severity classes. The segmentation method has a high performance and is a major highlight in automated assessment of opacification cover. However, the paper does not address the predictive performance of the feature in classifying severity, nor provides clear feature thresholds in differentiating the severity groups.

In this paper, we demonstrate chest CT image feature and associated framework for a 3-class severity assessment in COVID-19 positive individuals.

1.1 Logical Exposition

Recent literature have correlated chest CT image features with the corresponding pathological disease severity [13, 15]. These gradual emergence of pneumonia attributes —ground-glass opacifications, reticular patterns, and dense consolidations [16] in CT images were found to correlate with exudate accumulation and septal thickening/lung fibrosis affecting breathing. Since these pathologies causes a higher absorbance of X-rays (and hence shows a higher CT value) [17], the disease severity should correspond strongly to the lesion gray scale intensity. However, the gray scale-intensity has been found only to be moderately correlated to disease severity [13]. This is because CT scans are often modified among CT centers. Also, individual CT scanners can be set to variably operate at specific CT window settings (level and width) as per user’s requirement. Additionally, the X-ray tube settings, rotation time, pitch, slice thickness etc. are some of the other variables that can affect the perception of lesion ‘density’ in a CT slice and hence severity analyses. Also, image contrast-enhancement for better visualization post-imaging is often performed affecting the CT-values further. Thus a type of normalization of the lesion gray scale intensity is required i.e. independent of the amount of post-processing and parametric variables adopted in CT imaging. Although use of multiple features for severity assessment is important, but multi-variate analysis, use of complex and black-box methods of classification often affect the interpretation of the findings especially for a disease like COVID-19 where images are used to indirectly interpret the pathological severity. Here we have shown an anatomically normalized intensity as a lesion feature and relevant framework to assess severity of lung pneumonia in COVID-19 patients. Comparative evaluation with other methods and features, methodological validations, and relevant thresholds have been also demonstrated.

2 Methods

A schematic methodological work-flow has been illustrated in Fig. 2.

2.1 Dataset

All the CT images used for the method has been taken from the repository of the Italian Society of Medical and Interventional Radiology (SIRM) [18]. CT and HRCT images of 60 COVID-19 positive individuals were taken between the age of 27 to 86 (39 males, 15 females, gender not specified for 6 cases)(Supplementary Table S1). No pediatric or COVID-19 negative CT images were included in the study. All clinical annotations given with the cases were used as well. The database includes Multi-center CT scans from 27 different CT/ HRCT imaging parameters (Supplementary Table S2).

2.2 Ground Truth for COVID-19 Severity

All the lung-CT images were evaluated by a radiology expert given the case history, CT images, and corresponding radiological findings in the case-reports to assign three classes based on severity. The severity was divided into three classes —mild (S-1), moderate (S-2), and severe (S-3) [19] (Figure 3). It is to be noted that S-3 class includes severe and above (including critical) cases.
2.3 Lesion Detection

2.3.1 Expert (manual lesion area annotation)

A radiological expert was provided chest CT images of COVID-19 patients and was asked to manually draw the boundaries of the lung lesions. A total of 60 images were manually annotated by the expert and was used for feature extraction.

2.3.2 Non-expert (semi-automatic lesion detection)

a. All images were converted to 8-bit gray scale format. No image pre-processing was performed.
b. Lesion detection- Graph-cut based adaptive region growing algorithm [20] was used to detect the lesions in MATLAB R2019a. Two individuals (without radiological expertise) were briefly trained by an expert to visualize the lesions in the affected lungs. The non-expert individuals provided the initial seed points in the respective foreground (all lesions) and background (rest of the image) and the lesion boundary was detected.
c. Refinement- The detected lesions were refined by morphological opening to remove the co-detected smaller/thinner bronchial structures and pulmonary vessels in the lung tissue.

2.4 Segmentation

a. A binary mask was created from the resultant detected lesions (expert and non-expert) and was used to segment the lesions from the 8-bit gray scale images.
b. The performance of the computer-aided segmentation was validated against the expert labelled lesion area using the Dice similarity coefficient (DSC) given by

\[ DSC = \frac{2TP}{2TP + FP + FN}, \]

where TP= True Positive, FP= False Positive, and FN= False Negative.
c. Each connected component was considered as a single lesion. Feature extraction was performed for all the segmented lesions.
2.5 Feature Extraction and Quantification

Since in CT, the bone has the highest CT value i.e. ~400-1000 Hounsfield units (HU) and the air has the lowest i.e. -1000 HU, the vertebral disk (cancellous region) was taken as the maxima bone reference \((B)\) and the air-region exterior to the chest in the same image was taken as the minima air reference \((A)\) (Figure 2 colored box). The choice of the vertebral cancellous region was to reduce the CT-value variability within bones. The non-expert after segmenting the lesions gets automatically prompted to position a 30 pixel diameter circle each for the minima (air cavity) and maxima (vertebra) from the same CT image. The program then evaluates the \(L_{\text{norm}}\). First, the mean gray intensities of \(A, B, L\) were calculated from the region using \(\{A, B, L\} = (1/n) \times (\sum_{i=1}^{n} x_i)\), where \(x\) is the pixel intensity between 0 to 255. Once all the three values \((A, B, L)\) are determined, the \(L_{\text{norm}}\) was calculated by

\[
L_{\text{norm}} = 100 \times \frac{(L - A)}{(B - A)} \quad | \quad 0 \leq L_{\text{norm}} \leq 100
\]

All analyses were performed in MATLAB R2019a. In case of multiple lesions, up to two lesions with the highest \(L_{\text{norm}}\) were selected for severity assessment. Based on the values of \(L_{\text{norm}}\), the lesion was categorized into three severity classes (S-1, S-2, S-3) using cut-off values evaluated from ROC analyses (discussed in subsequent section).

Figure 3: Overview of clinical and chest CT features of pneumonia in COVID-19 patients

Columns 1 and 2 are representative expert assigned chest CT images for the three severity groups. Columns 3 and 4 are the associated lung-CT features and clinico-symptomatic features. This is a guide to better understand the basis of expert classification (ground truth). Note: Features are an approximate guide based on previous literature \[13,15\] and does not always correlate completely with severity.

2.6 Validation

2.6.1 Statistical Analysis

Pearson’s correlation test was employed to evaluate the correlation between \(L_{\text{norm}}\) and the mean gray scale intensity of the lesion \((L)\). A total of 163 evaluations from both groups were considered, and the test was performed with two-tailed t-test and 95% confidence interval (CI).

One way ANOVA (with multiple comparisons) was performed to evaluate how well the feature \(L_{\text{norm}}\) can delineate the three severity states and the p-value was estimated at 95% confidence interval. A two-tailed t-test was additionally performed to evaluate separation between group pairs.
To identify mild from non-mild cases and severe from non-severe cases, Receiver Operating Characteristic (ROC) curve analysis was performed at 95% confidence interval. The area under the curve as well as the optimum cut-off with the highest combination of sensitivity and specificity was determined. The radiological Lung-CT scores was the ground truth for allocating the individual groups to be delineated.

To evaluate the agreement between and within raters (1 radiology expert and 2 non-experts), $\kappa$-statistic was used (at 95% CI). All statistical analyses were performed in GraphPad Prism platform.

### 2.6.2 Numerical weighted accuracy

The evaluated results of quantified severity assessment using $L_{\text{norm}}$ by an expert and two non-experts was validated against the ground truth disease severity. To obtain the overall weighted percentage accuracy of agreement between the ground truth and $L_{\text{norm}}$ findings, we used:

$$\text{Accuracy(weighted)} = \left(1 - \frac{\sum_{i=1}^{n} |r - t|}{2 \times n}\right) \times 100\% \quad | \quad r, t = \{1, 2, 3\}$$

(2)

where $n$ is the number of cases, $r =$ ground truth based severity, $t =$ $L_{\text{norm}}$ based severity; 1, 2, 3 correspond to mild, moderate and severe classes.

### 2.6.3 Machine Learning for Estimating Severity

To evaluate the computational performance of $L_{\text{norm}}$ to achieve the three-class classification (mild, moderate, and severe), a number of machine learning based classifiers were employed e.g. Decision trees, Naïve Bayes, KNN, Ensemble classifiers etc. $L_{\text{norm}}$ values evaluated from multiple lesions by one expert and two non-experts which constituted a total of $N=248$ for classification. For classification, the sample size was partitioned randomly in a ratio of 60:40 (training:testing). A number of intensity (gray-scale intensity, lesion standard deviation) and Gray level co-occurrence matrix (GLCM) texture features (angular moment, contrast, correlation, inverse difference, and entropy) were measured for the same set of lesions to compare their classification performance with $L_{\text{norm}}$. The classifiers were trained in MATLAB R2019a and were 10-fold cross validated in order to avoid over fitting by the classification models. Principle component analysis (PCA) was used for dimensional reduction in multivariate trained models with intensity and texture features. The testing accuracy of the best classification model was then determined.

![Figure 4: Correlation between lesion gray scale intensity and $L_{\text{norm}}$. Pearson’s correlation test showing that the mean intensity of the lesions has almost no correlation with $L_{\text{norm}}$ (N=163).](image-url)
3 Results

The CT image dataset presented key images, patient history, clinical, and radiological findings. After processing the entire dataset and filtering cases as per the inclusion/exclusion criteria, we determined that the images used in this study were procured from 27 different imaging centers spread across Italy (Supplementary Table S2). The severity index—S-1, S-2, and S-3 were assigned to the severity conditions—mild, moderate, and severe (Fig. 3, Supplementary Table S1). Since multi-center CT data was handled with a high variation between images we showed that the $L_{\text{norm}}$ has almost no correlation with the primary variable it is derived from i.e. the mean lesion intensity (Figure. 4).

3.1 Lesion Detection and Feature Extraction

The lesions were detected using graph-cut region growing initiated by user-defined seed points for foreground and background followed by morphological opening (Fig. 5). We observed that the segmentation method detected lesions that are —small and faint (Fig. 5a-c), multiple with size variations (7).
(Fig. 5e-g), periphery localized (Fig. 5i-k) as well as pan-lung (Fig. 5m-o) with significant overlap with expert-determined lesion area (Fig. 5l,h,l,p). A few more results to illustrate the segmentation performance of CT images from multiple centers are shown individually for mild, moderate and severe cases in Supplementary Fig. S1, S2, S3. A Dice similarity coefficient (DSC) of $0.887 \pm 0.05$ ($N = 30$) was found when the segmentation results were compared against expert-marked lesion area.

3.2 Determination of Thresholds to Delineate the Severity Conditions

$L_{\text{norm}}$ feature values to identify the severity was determined using Equation 1 from segmented lesions shown in Fig. 2. The ground truth score determined by the in-house experts after going through the database reports (see general guidelines in Fig. 3) along with the evaluated $L_{\text{norm}}$ values are given in Supplementary Table S1. The distribution of $L_{\text{norm}}$ values in each of the ground truth categorized severity groups from the heuristic inputs of both experts (Fig. 6a) and non-experts (Fig. 6d) shows the features are statistically distinct for the three severity stages ($p$-value $< 0.0001$, 95% CI). Further, the optimum cut-off values of $L_{\text{norm}}$ to identify the three stages were determined by the ROC analysis (Fig. 6b,c,e,f). Based on the best sensitivity and specificity combinations from the ROC analysis (from both expert and non-expert data) to delineate severe from non-severe (sensitivity/specificity - 97.7%/97.49%) and mild from non-mild cases (sensitivity/specificity - 70%/87.88%) we determined the cut-off for each of the three categories (Table 1). Both expert and non-expert assigned demarcations had a high accuracy for delineating severe from non-severe cases with ROC area under the curve (AUC) of 0.96 and 0.99 (Fig. 6b,e). However, expert annotations were superior (AUC=0.96) for delineating mild from non-mild cases compared to non-expert (AUC=0.86) (Fig. 6c,f). Thus, in conclusion, the feature $L_{\text{norm}}$ is found to be well-differentiated for the three severity conditions in a multi-center data across experts and non-experts.

Figure 6: Statistical analyses for determining $L_{\text{norm}}$’s potential in severity assessment. (a-c) are statistical findings from one expert annotations ($N=60$) while (d-f) are from two non-expert annotations ($N=180$, up to 2 lesions per image). (a,d) shows $L_{\text{norm}}$ is well separated for the three severity cases, between all groups the $p$-value was $<0.0001$, (b,e) ROC analyses for classifying severe from non-severe class, (c,f) ROC analyses for classifying mild from non-mild class.
Table 1: Normalized lesion intensity $L_{\text{norm}}$ for each severity class

<table>
<thead>
<tr>
<th>Severity Score</th>
<th>$L_{\text{norm}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-1 (mild)</td>
<td>$&lt;$ 45.80</td>
</tr>
<tr>
<td>S-2 (moderate)</td>
<td>45.80-58.66</td>
</tr>
<tr>
<td>S-3 (severe)</td>
<td>$&gt;$ 58.66</td>
</tr>
</tbody>
</table>

Table 2: $\kappa$-statistic to evaluate the agreement of expert and non-expert raters to assign one of the 3 severity classes (mild, moderate, and severe) based on ROC-derived optimum $L_{\text{norm}}$ threshold.

<table>
<thead>
<tr>
<th>Agreement Type</th>
<th>N</th>
<th>% Agreement</th>
<th>$\kappa$-score</th>
<th>Remark [21]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intra-rater (non-exp1)</td>
<td>30</td>
<td>96.67</td>
<td>0.965</td>
<td>almost perfect</td>
</tr>
<tr>
<td>Intra-rater (non-exp2)</td>
<td>30</td>
<td>96.67</td>
<td>0.965</td>
<td>almost perfect</td>
</tr>
<tr>
<td>Inter-rater (non-exp vs.2)</td>
<td>30</td>
<td>83.33</td>
<td>0.825</td>
<td>almost perfect</td>
</tr>
<tr>
<td>Inter-rater (exp vs. non-exp1)</td>
<td>30</td>
<td>86.67</td>
<td>0.791</td>
<td>substantial</td>
</tr>
<tr>
<td>Inter-rater (exp vs. non-exp2)</td>
<td>30</td>
<td>86.67</td>
<td>0.859</td>
<td>almost perfect</td>
</tr>
</tbody>
</table>

3.3 Agreement Among Human Raters for Severity Assessment

To determine the accuracy of chest CT feature $L_{\text{norm}}$ based severity to match the annotated ground truth we evaluated the weighted accuracy as per equation [2]. The accuracy was measured using the expert derived $L_{\text{norm}}$ to assess the closeness of the radiological (expert) measure to a multi-factor ground truth (symptoms, clinical findings, radiological findings etc.). The severity classes were assigned based on the thresholds determined in the previous section (Table 1). The weighted accuracy for the 3-class severity classification was determined to be 86.88%.

To further determine the agreement between raters and dependency of expertise levels and segmentation method, the statistical $\kappa$-scoring was done involving two non-experts and one expert (Table 2). Both the non-expert intra-rater agreements were the highest ($\kappa$ score 0.965) showing the fidelity of the segmentation method used. The agreement between expert and non-expert ranged from substantial to almost perfect [21]. In conclusion, the high agreement between and within raters demonstrates the reliability and reproducibility of the feature $L_{\text{norm}}$.

3.4 Machine Learning for evaluating classification accuracy

To establish that $L_{\text{norm}}$ can effectively classify severity in three classes without exclusively assigning optimized cut-offs (like from ROC analysis), we employed machine learning classifiers. A number of classification models were used for training with $L_{\text{norm}}$ values (Table 3). Additionally, we used different standard features of image gray-level intensity and texture associated with the chest CT lesion images to compare their classification performance with $L_{\text{norm}}$. Severity classes (S-1, S-2, and S-3) were assigned as per the annotated ground truth associated with the individual cases for training the models. It was found that the feature $L_{\text{norm}}$ had the highest classification accuracy among all the other individual as well as compound (multi-variate) features for all the classification models (88.2%). Among the classification models, the Decision Tree was determined to have the highest classification accuracy, followed by KNN and ensemble-learning models (Boosted and bagged trees). In conclusion, $L_{\text{norm}}$ alone has a superior 3-class classification performance as compared to the standard intensity and texture features.
Table 3: Comparison of classification accuracy based on various popular classification models to achieve the 3-class classification using different chest CT image features vs. $L_{norm}$

<table>
<thead>
<tr>
<th>Classifier Type</th>
<th>Model accuracy (%) of 3-class classification from different chest CT lesion features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MI</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>65.0</td>
</tr>
<tr>
<td>L-DA</td>
<td>65.6</td>
</tr>
<tr>
<td>Q-DA</td>
<td>65.6</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>63.2</td>
</tr>
<tr>
<td>Quadratic SVM</td>
<td>57.7</td>
</tr>
<tr>
<td>Gaussian SVM</td>
<td>66.9</td>
</tr>
<tr>
<td>KNN</td>
<td>63.8</td>
</tr>
<tr>
<td>Cubic KNN</td>
<td>63.8</td>
</tr>
<tr>
<td>SVM 4th Order</td>
<td>62</td>
</tr>
<tr>
<td>SVM 1st Order</td>
<td>61.4</td>
</tr>
<tr>
<td>Bagged Trees</td>
<td>62</td>
</tr>
<tr>
<td>RUS Boosted Trees</td>
<td>60.1</td>
</tr>
</tbody>
</table>


3.5 3-class vs. 2-class classification

In many scenarios delineation of severe to critical cases are more relevant and therefore we additionally showed the performance of $L_{norm}$ for classifying severe from the non-severe class. Upon investigating the results of 3-class classification models (Fig. 7a-c) it was seen that most of the errors in the model were concentrated in the mild and moderate classification (Fig. 7a,c). The confusion matrix of the trained Decision Tree model (Fig. 7c) revealed that none of the severe cases were mis-classified as mild or moderate. Thus we re-trained a decision tree model with only two classes i.e. severe and non-severe (Fig. 7d-f). Both mild and moderate cases (S-1 and S-2) were considered as non-severe here. This two-class classification showed a much higher AUC (0.99) and accuracy as compared to the 3-class classification (training (N=148) 98.9%, testing (N=100) 100%) . Additionally, the summary of the model accuracy for the 2-class classification for different trained models is summarized in Table 4 highlighting the enhanced performance compared to the 3-class classification.

Table 4: Accuracy of classification models to achieve the 2-class classification (severe and non-severe) using $L_{norm}$.

<table>
<thead>
<tr>
<th></th>
<th>Decision Tree</th>
<th>L-DA</th>
<th>Q-DA</th>
<th>Naive Bayes</th>
<th>SVM</th>
<th>KNN</th>
<th>Bagged Trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>% accuracy</td>
<td>98.9</td>
<td>98.4</td>
<td>98.4</td>
<td>98.9</td>
<td>98.4</td>
<td>98.9</td>
<td>98.9</td>
</tr>
</tbody>
</table>

4 Discussions

The emergence of CT imaging of lungs as an important tool for identifying severity, motivated the quest of a single feature that can be used across multiple imaging centers to perform severity classifications. The images in the dataset were captured from 27 different radiology units and expressed high variations in image quality and contrast (Supplementary Fig. S1,S2,S3). A number of imaging parameters (discussed previously) determine the intensity of the visualized lesion. Further, contrast adjustment during imaging is a common practice among radiologists to make distinct identification of affected lung regions, and in many practical situations, raw images may not be available or retrievable. To this aim, the feature $L_{norm}$ does not require raw or pre-processing of the enhanced images. This is essentially due to the inherent anatomical normalization with normalizing elements depending only
Figure 7: Evaluation of $L_{\text{norm}}$ for 3-class and a 2-class (severe and non-severe) classification using a Decision Tree model. (a) Classification performance for a 3-class 1. mild, 2. moderate, and 3. severe classification (training N=150), (b) corresponding ROC curve and (c) confusion matrix showing no mis-classification for severe cases, (d) performance of 2-class classification 1. non-severe and 2. severe, (e) corresponding ROC curve and (f) confusion matrix showing the positive predictive value and false discovery rate.

on the same image-slice as the lesion. This ensures the reproducibility of the method across a range of CT units.

In the recent publications it was shown that mean lesion intensity does not have a very high correlation with the severity features of the lungs [13]. However, although $L_{\text{norm}}$ is primarily derived from the same lesion intensity it has a very higher performance in classifying severity. This is because $L_{\text{norm}}$ normalizes large variations among images and is independent of the post-processing and imaging parameters. The amount of this variation is clear with almost negligible correlation between mean lesion intensity and $L_{\text{norm}}$ (Figure 4).

The increased clinical burden of COVID-19 has expedited the necessity of assessing severity of individuals affected with the virus and allocation of radiological expert can be challenging. With a high agreement in severity assessment between the experts and non-experts, the method can be implemented by non-expert staffs with little training for routine evaluation of severity. The feature $L_{\text{norm}}$ shows almost similar performance in delineating severe cases from non-severe ones by both expert and non-expert annotations(Fig. 6). However, in dealing with delineating mild from non-mild cases expert based measurements provided a slightly higher accuracy over in non-expert based results (Fig. 6). Therefore, the expert dependency need to be modulated on requirement basis.

The chest CT gray scale intensity clinically translates to the increase in pathological deposition of exudates along with tissue involvement [16]. As $L_{\text{norm}}$ captures the chest CT intensity, its increase linearly correlates with the increase in disease severity. Besides, the linearity of $L_{\text{norm}}$ reduces the co-dependence of other image features and multi-variate classifier training in order to achieve better
classification results. Although specific cut-offs have been provided for classification, it needs to be noted that severity is more continuous than a discrete class bounded by a cut-off margin. Thus, the linear dependence of the $L_{norm}$ values with the disease severity makes interpretation of the disease condition easier and non-discrete. This is also the reason why even for weak classification learners like Decision Tree, the performance of the $L_{norm}$ is the highest. This reduces the computational complexity as well.

The different classification models that were employed to classify severity showed that the severity mis-classifications are rarely seen when identifying severe cases in the 3 class-classification. Furthermore, no cases were mis-classified more than one level of severity i.e. mild cases can be mis-classified as moderate but never as severe. This not only shows the fidelity of the feature but ensures almost no severe cases to be mis-classified. This became apparent when the classification models were trained for a 2-class severe vs non-severe classification (Fig. 7). The 2-class classification not only showed an extremely high AUC (0.99) but a very high classification accuracy across all the classifiers (Table 4).

Since the method is at this point semi-automated, it will be more desirable to achieve full automation by incorporating methods such as Deep Learning trained across data from a multitude of imaging centers with a wide range of imaging parameters.

The demonstrated quantitative severity assessment from chest CT in COVID-19 positive individuals, if implemented properly can help in managing the patients and provide the necessary treatment to reduce mortality and side-effects. Here we have outlined a scheme of general clinical work flow to demonstrate how the patient management can be done to incorporate the method (Figure 8).

![Figure 8: A proposed workflow of resource utilization and incorporation of severity assessment in diagnosis to therapy pipeline of COVID-19 disease in clinical settings.](image)

### 5 Conclusion

To summarize, the article illustrates the lung-CT feature of COVID-19 patients to evaluate their severity quantitatively and group them in three classes of severity — S-1(mild), S-2(moderate), and S-3(severe) using the feature $L_{norm}$. This feature helps identification of severity groups which can help in therapeutic decision making for reducing risks and mortality in such a wide pandemic. The simplicity of the method along with high agreement score makes it a potential tool to be incorporated in the clinical diagnosis-therapy pipeline for management of COVID-19.
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