Complexity signatures in the COVID-19 epidemic: power-law behaviour in the saturation regime of fatality curves
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ABSTRACT

We apply a versatile growth model, whose rate of change is given by a generalised beta distribution, to describe the complex behaviour of the fatality curves of the COVID-19 disease for several countries in Europe and Asia. We show that the COVID-19 epidemic curves not only may present a subexponential early growth but can also exhibit a similar subexponential (power-law) behaviour in the saturation regime. We argue that the power-law exponent of the latter regime, which measures how quickly the curve approaches the plateau, is directly related to control measures, in the sense that the less strict the control, the smaller the exponent and hence the slower the diseases progresses to its end. The power-law saturation uncovered here is an important result, because it signals to health authorities that it is important to keep control measures for as long as possible, so as to avoid a slow, power-law ending of the disease. The slower the approach to the plateau, the longer the virus lingers on in the population, and the greater not only the death toll but also the risk of resurgence.

Introduction

The COVID-19 pandemic has been recognised as one of the gravest public health crises in recent history. As of this writing, over 13 million infections have been confirmed worldwide and nearly 600,000 deaths have been attributed to the disease. Although many countries, notably in Far-East Asia and Europe, have been able to control somewhat the spread of the disease, the SARS-CoV-2 virus is still advancing in many parts of the world—an alarming situation that prompted the WHO Director-General to state on July 9, 2020, that “in most of the world the virus is not under control. It is getting worse.” Furthermore, countries that have gained some control over the epidemic are not entirely safe, as there persists a potential risk of resurgence of infections, since a large percentage of their population remains susceptible to the virus.

It is therefore important for governmental and health authorities not only to adopt measures to contain the early spread of the virus, but also to keep those measures in place, in one way or another, for as long as possible, even after the worst phase of the epidemic has been overcome, so as to bring the advance of the disease to a near halt as quickly as possible. In this context, where the epidemic remains a danger from beginning to end, it is important to have models that can give a full description of the epidemic dynamics: from its early rapid-growth phase to the late saturation regime, in which the cumulative number of cases or deaths tends to a levelling plateau.

Epidemics, in general, and the COVID-19 pandemic, in particular, exhibit a complex dynamics that results from the intertwined interaction between the virus’s modus operandi and the human responses: the virus propagates in a complex network of human contacts, which is affected by containment measures (or lack thereof), which in turn impacts back on the virus rate of spread, and so on. Power-law behaviour is a distinct signature of complexity, and in such a guise they are expected to be present in epidemic dynamics as well. Evidences of complexity in the COVID-19 epidemic dynamics have indeed been observed in a number of recent works, most noticeably in the form of a power-law behaviour in the early growth regime of case and death curves\textsuperscript{2–5}, but also in the long-time asymptotic of the probability to become infected\textsuperscript{8–10}. It has also been pointed out that such complex behaviour lies outside the range of applicability of standard SIR-type models, and a number of alternative dynamics have been suggested, such as the recent proposal of a random walk on a hierarchic landscape of social clusters\textsuperscript{11–13}.

Phenomenological growth models offer a simplified but powerful tool\textsuperscript{14} to describe the complexity of Covid-19 epidemic data. On the one hand, their simplicity stems from the fact they are formulated in terms of a single differential equation that...
Figure 1. Schematic of a typical epidemic curve for the cumulative number of cases or deaths, where the three main regimes of growth are indicated: i) early $q$-exponential growth; ii) intermediate region of linear growth; and iii) $p$-exponential saturation towards the plateau. Here $C_0$ is the value at $t = 0$, $K$ is the value at the end of the epidemic (plateau), and $t_c$ denotes the inflection point of the curve.

Often admits an exact analytical solutions, which renders such models quite amenable to both mathematical analysis and application to empirical data. On the other hand, their power derives from the fact that the model parameters seek to capture (in an effective manner) the basic aspects of the underlying epidemic dynamics, but without having to describe epidemiological mechanisms that may be difficult to identify\(^{15}\). Nevertheless, variations in the mechanisms of the disease spread, say, owing to demographics or economic factors as well as to different response interventions, will be naturally reflected in changes of the model parameters from group to group. Thus, when properly applied and interpreted, growth models can provide useful insights into the spread of novel infectious diseases\(^{16}\).

In this paper we apply a generalised logistic model\(^{17}\), which we refer to as the beta logistic model (BLM), to study the fatality curves of COVID-19, as represented by the cumulative number of deaths as a function of time, for different countries. As will be argued later, the BLM is one of the simplest growth models that is capable of capturing the three main generic features of a cumulative epidemic curve: i) an initial subexponential growth; ii) an intermediate linear regime; and iii) a final subexponential saturation trend toward the plateau; see Fig. 1 for a schematic of a generic epidemic curve. We show that the BLM describes very well the mortality curves of the six countries selected here to exemplify the model, namely: Germany, Italy, Japan, Netherlands, Sweden, and the United Kingdom. In particular we show that these countries exhibit a polynomially slow approach to the plateau, in the sense that the growth rate asymptotically decays in time as a power-law, rather than exponentially fast as predicted by mechanistic models of the SIR type.

In this context, it is important to bear in mind that there is an intrinsic connection between mechanistic epidemic models of the SIR type and growth data. For instance, it is sometimes possible to map the entire curve of some growth models onto the corresponding curve of a SIRD-type model\(^{18}\). We remark, however, that given the polynomial nature of the early and late time evolution that we find in the analysed data, the target SIRD-type model, to be put in correspondence with the BLM, would have to be modified, for example, by the inclusion of a power law in the incidence term, as proposed by\(^{19}\), or by considering time-dependent parameters, as studied in\(^{20}\). This interesting possibility, however, is beyond the scope of the present paper (for a brief preliminary discussion, see the Appendix) and is left for future studies.

The results reported in the present paper are important for several reasons. First, we show that countries that have kept stricter measures for longer periods tend to experience a faster approach to the plateau; whereas countries with less strict measures throughout the epidemic or that relaxed those measures at an earlier stage usually display a slow saturation regime. This slow progress to the end of the epidemic represents an extra danger. The longer the virus lingers on in a population, the greater the risk of a resurgence of cases. Second, our results are also relevant from a more fundamental viewpoint, since they reveal a seemingly new power-law dynamical regime in the final stages of the COVID-19 epidemics. Third, we hope that our findings will stimulate further research on the problem of better characterising the final phase of epidemic dynamics.
Results

Mathematical Results

We model the time evolution of the number of cases (infections, deaths, etc) in the epidemic by means of the beta logistic model (BLM), defined by the following differential equation:\textsuperscript{17}

\[
d\frac{dC}{dt} = r[C(t)]^q \left[ 1 - \left( \frac{C(t)}{K} \right)^{\alpha} \right]^p,
\]

where \(C(t)\) is the cumulative number of cases at time \(t\), \(r\) is the growth rate at the early stage, and \(K\) is the final epidemic size. The exponent \(q\) controls the initial growth regime and allows to interpolate from linear growth (\(q = 0\)) to subexponential growth (\(q < 1\)) to purely exponential growth (\(q = 1\)) whilst the exponent \(p\) controls the rate of approach to the plateau, with \(p < 1\) implying a polynomial rate, whereas \(p = 1\) yields an exponentially fast approach (see below). The exponent \(\alpha\) is the so-called asymmetry parameter that controls the degree of asymmetry with respect to the symmetric S-shape of the logistic curve, which is recovered for \(q = p = \alpha = 1\), so that the larger the exponent \(\alpha\), the quicker the curve bends towards the plateau.

The model (1) can be integrated exactly to yield the following analytical solution in implicit form, in terms of the curve \(t(C)\):

\[
t = \frac{1}{r(1-q)} \left[ C^{1-q} \binom{1}{2} F_1 \left( \frac{p}{\alpha}, \frac{1-q}{\alpha}; 1 + \frac{1-q}{\alpha}; \left( \frac{C}{K} \right)^{\alpha} \right) - C_0^{1-q} \binom{1}{2} F_1 \left( \frac{p}{\alpha}, \frac{1-q}{\alpha}; 1 + \frac{1-q}{\alpha}; \left( \frac{C_0}{K} \right)^{\alpha} \right) \right],
\]

where \(\binom{1}{2} F_1 (a, b; c; x)\) is the Gauss hypergeometric function\textsuperscript{21}. That the solution of the BLM comes in implicit form does not represent any numerical impediment, as the above solution can easily be applied, say, for curve-fitting purposes by viewing the empirical data in the same ‘implicit’ form \(t(C)\). To the best of our knowledge, the exact solution for the BLM given in (2) has not appeared before\textsuperscript{17,22}, but it appears that an analytical solution for arbitrary values of \(q, p,\) and \(\alpha\) was not known previously.

A detailed analysis of the BLM is left for the section Methods. For our purposes here it suffices to quote some important properties of the solution (17). First, the inflection point of the curve \(C(t)\), which is defined as the point where the second derivative vanishes, i.e. \(\ddot{C}(t_c) = 0\), is given by

\[
t_c = \frac{1}{r(1-q)} \left[ K^{1-q} \left( \frac{q}{q + \alpha p} \right)^{(1-q)/\alpha} \binom{1}{2} F_1 \left( \frac{p}{\alpha}, \frac{1-q}{\alpha}; 1 + \frac{1-q}{\alpha}; \frac{q}{q + \alpha p} \right) - C_0^{1-q} \binom{1}{2} F_1 \left( \frac{p}{\alpha}, \frac{1-q}{\alpha}; 1 + \frac{1-q}{\alpha}; \left( \frac{C_0}{K} \right)^{\alpha} \right) \right].
\]

The small- and large-times asymptotic behaviour of \(C(t)\) are found to be

\[
C(t) \approx \begin{cases} 
At^\mu, & \text{for } r^{-1} \ll t \ll t_c, \\
K - \frac{B}{t^\nu}, & \text{for } t \gg t_c,
\end{cases}
\]

where \(\mu = 1/(1-q), \nu = 1/(p-1), A = r(1-q))^{1/(1-q)}, \text{ and } \eta = [K^{1-q} / (p-1) r \eta \alpha^p]^{1/(p-1)}\). (For \(q \rightarrow 1\) and \(p \rightarrow 1\), one obtains exponential growth and exponential decay, respectively; see Methods.) The behaviour of \(C(t)\) near the inflection point \(t_c\) is given by

\[
C(t) = C(t_c) + \dot{C}(t_c)(t - t_c) + \frac{1}{6} \ddot{C}(t_c)(t - t_c)^2 + \mathcal{O}((t - t_c)^3),
\]

where

\[
C(t_c) = K \left( \frac{q}{q + \alpha p} \right)^{1/\alpha},
\]

\[
\dot{C}(t_c) = \frac{rK^q q^{1/\alpha} (\alpha p)^{\nu}}{(q + \alpha p) \nu + q/\alpha},
\]

\[
\ddot{C}(t_c) = -\frac{r^3 K^{3q-2} q^{1+(3q-2)/\alpha} (\alpha p)^{3\nu}}{p(q + \alpha p)^{3\nu - 1 + (3q-2)/\alpha}}.
\]
In particular note that \( C(t_c) \) does not depend on the growth rate \( r \), as expected, since \( r \) only sets the time scale of the problem. The growth ‘velocity’ \( \dot{C}(t_c) \) at the inflection point, for large values of \( \alpha \) and \( p \), becomes \( \dot{C}(t_c) \approx rK^q \), which indicates that the slope of the curve \( \dot{C}(t) \) at the inflection point is mainly controlled by \( r \), together with \( q \) and \( K \), but largely independent of both \( \alpha \) and \( p \). Similarly, for large \( \alpha \), the jerk (or jolt) \( \ddot{C}(t_c) \) does not depend on \( p \): \( \ddot{C}(t_c) \approx -r^3K^{3q-2}q\alpha \), which confirms the fact anticipated above that (for fixed \( r \), \( q \), and \( K \)) the exponent \( \alpha \) is the main responsible for controlling the ‘bending’ of the curve towards the plateau.

The above summarized analysis thus shows that each of the main features of an epidemic curve can be said to be ‘governed’ by a specific parameter of the BLM, as follows: i) \( K \) is of course the plateau height; ii) \( q \) determines the nature of the early subexponential growth; iii) \( r \) is responsible for determining, together with \( q \) and \( K \), the slope of the linear region; iv) \( \alpha \) controls the sharpness of the bending towards the plateau; and v) \( p \) characterises the polynomial saturation regime.

### Application to Empirical Data

As discussed above, the BLM is capable of capturing both a subexponential growth and a subexponential approach to the plateau (with exponential behaviours contemplated in the limits \( q, p \to 1 \)). This makes the BLM quite suitable for situations where the epidemic has reached the intermediate to final stage, such that the corresponding epidemic curve has a well defined inflection point and is clearly trending toward a possible plateau. With this in mind, we have chosen countries whose accumulated curves of death due to COVID-19 are deemed to be either near or at least not far from the plateau. As representative examples of these situations we have chosen the following countries for the present study: Germany, Italy, Japan, Netherlands, Sweden, and United Kingdom.

In Fig. 2 we show the epidemic curves (red circles) for the selected countries, together with the corresponding best fits (black solid curves) by the BLM. From these figures, one sees that the theoretical curves describe remarkably well the empirical data for all cases considered. The corresponding fitting parameters, together with their respective 95% Confidence Intervals (CI), are given in table I, where we also show the respective inflection points \( t_c \), as obtained from (3).

In each of the insets of the plots presented in Fig. 2, we show the end ‘tail’ of the quantity \( \varepsilon(t) = K - C(t) \), where \( K \) is the plateau of the epidemic as estimated by the BLM. The red circles in the insets are the values of \( \varepsilon(t) \) obtained from the empirical curves in the corresponding main plots and the black solid curves represent the respective theoretical predictions from the BLM. The insets are in log-log scale, so that a power law decay for \( \varepsilon(t) \) should appear as a straight downward line. One sees from the insets of Fig. 2 that the slow, power-law approach to the plateau predicted by the BLM is indeed well observed in all selected countries.

We recall that the closer the exponent \( p \) is to 1, the closer the late dynamics is to an exponential approach to the plateau. Conversely, larger values of \( p \) indicate a slow polynomial saturation of the epidemic curve. If we use as a comparison measure the lower value of the 95% CI for the exponent \( p \), which determines the exponent \( v \) of the power-law decay of \( \varepsilon(t) \), see (4), we can broadly divide the selected countries in three different groups: i) countries, such as Netherlands and Italy, with \( 1 < p < 1.1 \) \((v > 10)\), indicating a fast, near-exponential saturation approach to the plateau, in the sense that the power-law decay is so fast that it would be difficult to distinguish it from an exponential law within a limited data interval; ii) countries, such as Germany and the United Kingdom, with \( 1.1 < p < 2 \) \((10 < v < 1)\), indicating a power-law decay not as fast as the near-exponential of the previous case but faster than a hyperbolic decay; and iii) and countries, such as Sweden and Japan in the present study, for which \( p > 2 \) \((v < 1)\), which implies a decay slower than hyperbolic. Of course, the ‘boundaries’ between these groups are admittedly somewhat arbitrary and are meant only to help to differentiate between a fast, intermediate, and slow approach to the plateau.

It is worth pointing out that although Sweden and Japan both have \( p > 2 \), the nature of the epidemic dynamics in these two countries are quite different, as can be seen from the shapes of the curves shown in Fig. 2e and 2f. In Sweden one sees a well formed power-law regime that starts approximately in the middle of the curve; whereas Japan’s empirical curve has a long linear region, as indicated by the large value of \( t_c = 80 \), followed by a somewhat sudden bend in the curve, only after which does the curve seem to enter a saturation regime. The fact that the a power-law regime is not yet quite well established in Japan is also reflected in the quite large upper value of the 95% CI for the \( p \)-exponent; see table 1. As more data is accumulated, a better estimate for \( p \) (in the sense of a smaller 95% CI) is expected to follow. We remark furthermore that the sharp knee seen in Japan’s empirical curve around \( t = 100 \) is reflected in a high value of the exponent \( \alpha \), see table 1, which is the parameter that controls the quickness of the bending toward the plateau.

We have seen above that the BLM is a very flexible model which is capable of describing epidemic curves with quite distinct profiles: in all cases shown in Fig. 2 the model predicts very well the entire dynamical evolution of the fatality curves from beginning to end. In cases where the epidemic curve is either in the early growth phase or has not clearly entered a saturation regime, the BLM is of course not appropriate, so that an attempt to fit the empirical data with formula (2) will either not converge (former case) or produce unreliable estimate for the tail exponent \( p \) (latter situation). In such cases, one can use other simpler growth models, such as the generalised growth model \((p = 0)\) or the Richards model \((q = p = 1)\), to gain some
Figure 2. Cumulative number of deaths (red circles) attributed to COVID-19 up to July 7, 2020, for (a) Netherlands, (b) Italy, (c) Germany, (d) United Kingdom, (e) Sweden, and (f) Japan. The solid black curves are the best fits by the beta logistic model model, with the corresponding parameters given in table 1. The insets show the respective plots, in log-log scale, of the tails of the quantity $\epsilon(t) = K - C(t)$; in this scale, a power-law decay appears as a downward straight line, which seems to be the case for all cases shown.

Discussion

We have seen above that the cumulative death curves of COVID-19 for many countries exhibit a slow, subexponential approach to the plateau, contrarily to the exponentially fast saturation predicted by most epidemiological models, such as mechanistic models of the SIR type. It is thus reasonable to argue that this slower than exponential saturation of the COVID-19 dynamics
stems from the complex human response in the late phase of the epidemics. It is normally the case that countries impose stringent containment measures in the early and intermediate stages of the epidemics, which are then progressively relaxed once the worst phase of contagion has been left behind. It is therefore expected that countries that have kept stricter measures, of one sort or another, for longer periods should experience a faster approach to the end (plateau) of the epidemics; whereas countries with more relaxed sets of measures should display the opposite trend (slow saturation regime).

This assumption is largely supported by the data analysis reported above. For instance, Sweden, which has adopted relatively less strict measures throughout the pandemic, displays the slowest approach to the plateau, i.e., the highest exponent \( p \), among the European countries shown in Fig. 2. Conversely, Italy, which enforced one of the longest and most stringent lockdowns, has one of lowest value of \( p \), indicating a fast, near-exponential saturation onto the plateau. The same can be said of the Netherlands that took quite severe measures to enforce social distancing (the so-called “1.5-meter rule”, whereby failure to keep this safe distance would be punishable by a fine of \( € 390 \)). Germany also shows a somewhat small \( p \) value, but significantly larger than Italy’s—a difference that might be owing to the fact that Germany eased some of the more restrictive measures sooner than Italy. It is important to emphasise, however, that the exponent \( p \) characterises only the final part of the epidemic curve and hence it is not strongly related to how well countries have been able to control the epidemic in terms, say, of mortality rates. In other words, countries that have low mortality rates can nonetheless display comparatively higher values of \( p \).

The total number of fatalities that occur in the late phase of the epidemic is, of course, quite smaller than that in the early and intermediate stages. Nonetheless, it is important for authorities to aim at a high ‘rate of approach’ to the plateau (i.e., small \( p \)), because the longer the virus lingers on in the population the greater the risk of a resurgence of infections, which may in turn prolong even more the epidemic. More to the point, once countries have managed to ‘bend the curve’, they should try to climb to the plateau as close to exponentially fast as possible. Failing to do that may significantly increase the total number of victims at the end of the pandemic. It is also worth noting that the subexponential growth recently documented in COVID-19 epidemic data has been usually attributed to the early adoption of mitigation measures\(^7,24,25\). On the flip side of the coin, the subexponentially slow approach to the plateau that we have reported here seems to be, in part, a consequence of relaxing these measures.

### Table 1. Parameter estimates of the BLM for the selected countries, with the respective 95% Confidence Intervals given in parenthesis. The inflection point \( t_c \) is obtained after inserting the respective parameter estimates in formula (3).

<table>
<thead>
<tr>
<th>Country</th>
<th>( q )</th>
<th>( r )</th>
<th>( \alpha )</th>
<th>( p )</th>
<th>( K )</th>
<th>( t_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Netherlands</td>
<td>1</td>
<td>0.60 (0.48, 0.71)</td>
<td>0.15 (0.12, 0.29)</td>
<td>1.09 (1.07, 1.11)</td>
<td>6176 (6171, 6181)</td>
<td>34.1</td>
</tr>
<tr>
<td>Italy</td>
<td>1</td>
<td>0.959 (0.957, 1.29)</td>
<td>0.0839 (0.083, 0.173)</td>
<td>1.123 (1.098, 1.124)</td>
<td>35420 (35402, 35501)</td>
<td>39.9</td>
</tr>
<tr>
<td>Germany</td>
<td>1</td>
<td>0.35 (0.34, 0.37)</td>
<td>0.36 (0.33, 0.53)</td>
<td>1.36 (1.32, 1.40)</td>
<td>9300 (9275, 9334)</td>
<td>33.7</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1</td>
<td>0.43 (0.41, 0.45)</td>
<td>0.33 (0.30, 0.50)</td>
<td>1.79 (1.71, 2.02)</td>
<td>52548 (51528, 54397)</td>
<td>37.8</td>
</tr>
<tr>
<td>Sweden</td>
<td>1</td>
<td>0.36 (0.35, 0.40)</td>
<td>0.353 (0.346, 0.508)</td>
<td>2.25 (1.95, 2.41)</td>
<td>8234 (8213, 9187)</td>
<td>39.2</td>
</tr>
<tr>
<td>Japan</td>
<td>0.91 (0.88, 0.95)</td>
<td>0.106 (0.0976, 0.114)</td>
<td>2.9 (1.6, 4.7)</td>
<td>2.80 (1.40, 19.1)</td>
<td>1094 (1012, 1655)</td>
<td>80.2</td>
</tr>
</tbody>
</table>

### Conclusion

The relevance of epidemiological models often lies in the dynamical regimes and scenarios they are able to predict and/or explain, rather than in the specific values of the parameters they produce. In this perspective, the main contribution of the present paper is to predict a novel behaviour for the COVID-19 epidemic, namely: a polynomially slow approach of the growth curve toward the plateau at the end of the epidemic. This implies in turn that the rate of growth (i.e., the daily number of deaths) asymptotically diminishes subexponentially in time, contrarily to the exponentially fast decay predicted by standard compartmental models.

Here we have modelled the fatality curves of COVID-19 by means of a generalised logistic model that is able to capture not only a possible subexponential early growth regime but also a subexponential saturation dynamics in the final phase of the epidemics. In particular, our model shows that the ‘residual’ number of deaths, defined as the difference between the expected final death toll and the current number of deaths, decays in time as a power-law. We have furthermore argued that the less strict the control measures in the late phase of the epidemic, the smaller the respective power-law exponent and hence the slower the approach to the plateau. This, in turn, implies a greater risk of a resurgence of infections, as the virus continues to propagate in the population (even if at a slower pace) for a longer period of time. Although here we have restricted ourselves to mortality data, it is expected that a similar power-law behaviour should also hold for epidemic curves of confirmed cases.
The results reported in the present paper are relevant both from for a basic viewpoint, in that they show that additional care is needed when modelling the terminal phase of epidemics, and from a practical perspective, for they remind health authorities that it is important not only ‘to bend the curve’ but also to make sure that it reaches its dynamical end as quickly as possible.

Methods

Mathematical Model

As indicated before, in this paper we model the fatality curves of the COVID-19 epidemic via the growth model defined in Eq. (1). This equation must be supplemented with an initial condition, which we take as follows:

$$C(0) = C_0,$$

(9)

for some given value of $C_0$. The model defined in (1) is one of the most general growth models in that it recovers, as particular cases, several other known models, namely: i) the logistic model ($q = p = \alpha = 1$); ii) the Richards model ($q = p = 1$); iii) the generalized Richards model ($p = 1$); iv) Blumberg’s hyperlogistic equation ($\alpha = 1$); v) the generalised logistic model ($p = \alpha = 1$); and vi) the generalised growth model ($p = 0$).

Equation (1) was introduced by Tsoularis and Wallace\textsuperscript{17} and was referred to by these authors as the generalised logistic function. However, the term generalised logistic model has been more commonly used in connection with the particular case $\alpha = p = 1$\textsuperscript{26}. Here we propose instead the terminology beta logistic model (BLM), because the right-hand-side of (1) corresponds precisely to the generalised beta distribution of the first kind\textsuperscript{27, 28}, which is defined by the following probability density function (pdf):

$$GB1(x; a, b, c, k) = \frac{ax^{ab-1}(1-(x/k)^a)^c}{k^b B(b,c)},$$

(10)

for $0 < x < k$ and $a, b, c, k > 0$, where $B(b,c)$ is the beta function defined as

$$B(b,c) = \frac{\Gamma(b)\Gamma(c)}{\Gamma(b+c)},$$

(11)

with $\Gamma(\cdot)$ denoting the gamma function. In view of (10), Eq. (1) can be rewritten as

$$\frac{dC}{dt} = rK^{q+1}B\left(\frac{q+1}{\alpha}, p+1; C(0)\frac{q+1}{\alpha}, p+1, K\right).$$

(12)

Viewing the right-hand side of (1) as a pdf is useful to gain some insights into the underlying growth dynamics. Seen in this perspective, the model (1) encodes the fact that the rate of growth of the disease (be it measured in number of cases or deaths) at a given time $t$ is proportional to the product of two terms: i) the first term represents the current ‘strength’ of disease, thus being related to the number of cases in the population; and ii) the second term accounts for the available ‘space’ in the population for the disease to grow. Note, however, that in contrast to the standard logistic model where both such product terms are linear in $C(t)$, i.e., $q = p = \alpha = 1$, the BLM seeks to take into account, albeit in an effective and indirect manner, the fact that the virus propagates in a complex network of human contacts, which in turn is affected by the very measures adopted to curtail the spread of the disease. This complex dynamics is captured in the BLM via the introduction of the exponents $q, p$, and $\alpha$, which results in the generalised beta distribution.

It turns out that the model (1) can be integrated exactly. To see this, we start by introducing the reduced number of cases

$$c(t) = \frac{C(t)}{K},$$

(13)

so that (1) becomes

$$\frac{dc}{dt} = rK^{q-1}e^\alpha (1-c^\alpha)^p,$$

(14)

After a trivial separation of variable, we write

$$\frac{dc}{c\alpha(1-c^\alpha)^p} = rK^{q-1}dt$$

(15)
which upon integration on both sides yields

\[ c^{1-q} \, _2F_1 \left( p, \frac{1-q}{\alpha}; \frac{1}{\alpha} + \frac{1-q}{\alpha} ; e^{\alpha} \right) = rK^{q-1}(1-q)t + \text{constant}, \]  

(16)

where \(_2F_1(a,b;c;x)\) is the Gauss hypergeometric function\(^{21}\). After fixing the constant of integration with (9), we obtain

\[ c^{1-q} \, _2F_1 \left( p, \frac{1-q}{\alpha}; \frac{1}{\alpha} + \frac{1-q}{\alpha} ; e^{\alpha} \right) = rK^{q-1}(1-q)(t+t_i), \]

(17)

where

\[ t_i = \frac{C_0^{1-q}}{r^2(1-q)^{-1}} \, _2F_1 \left( p, \frac{1-q}{\alpha}; \frac{1}{\alpha} + \frac{1-q}{\alpha} ; \left( \frac{C_0}{K} \right)^{\alpha} \right). \]

(18)

Combining (17) and (18), and returning to the original variable \(C(t)\), we obtain the solution given in (2).

The BLM as defined in (17) has two ‘extensive’ parameters, namely \(C_0\) and \(K\), which represent the initial and final number of cases, respectively, and four ‘intensive’ parameters, namely: \(r\), \(q\), \(\alpha\), and \(p\), which are related to the intrinsic dynamics of the epidemic in each particular group of individuals. It is therefore instructive to seek a better understanding of the dynamical (and epidemiological) roles that these parameters play.

The growth rate \(r\) sets the time scale of the problem, and as such it reflects the epidemiological conditions in the early growth phase of the epidemic. In other words, \(r\) is expected to be directly related to the basic reproduction number, \(R_0\), since the higher the \(R_0\), the faster the virus spreads and the larger the growth rate \(r\) should be. (Broadly speaking, \(R_0\) can be defined as the expected number of secondary infections caused by a primary infectious individual in an entirely susceptible population.)

The parameter \(q\), as already anticipated, is related to the nature of the growth regime (if exponential or subexponential) in the beginning of the epidemic. To see this, first note that if \(C \ll K\), the ODE (1) yields the so-called generalised growth model\(^{26}\):

\[ \frac{dC}{dt} = rt(C(t))^q, \]

(19)

whose solution is simply

\[ C(t; r, q, C_0) = \left[ C_0^{1-q} + (1-q)rt \right]^{1/(1-q)} = C_0 \exp_q \left( \frac{rt}{C_0^{1-q}} \right), \]

(20)

where the function \(\exp_q(x) = [1 + (1-q)x]^{1/(1-q)}\) is known in the physics literature as the \(q\)-exponential function\(^{29,30}\). The parameter \(q\) thus characterises the early growth dynamics, allowing the model to include from a linear growth \((q = 0)\) to a subexponential regime \((0 < q < 1)\) and to a fully exponential growth \((q = 1)\). (Values of \(q\) greater than one in (20) are ruled out, because they would lead to a superexponential spread of the disease, which is neither epidemiologically reasonable nor mathematically acceptable, as it would lead to a singularity in finite time.) In particular, note that according to (20) the early growth of the epidemic curve is approximately polynomial for \(0 \leq q < 1\), as given in the top equation in (4). Polynomial early growth has been observed across a range of epidemics before\(^{14}\). It has also been recently identified in the COVID-19 data for several countries\(^{7,24,26}\).

In the intermediate region of the epidemic curve, one observes of course an approximately linear regime around the inflection point \(t_c\). From (1) one readily finds that the expansion of \(C(t)\) about \(t = t_c\) is given by

\[ C(t) = K \left( \frac{q}{q + \alpha p} \right)^{1/\alpha} + \frac{rK^{q-1/\alpha} (\alpha p)^{\rho}}{(q + \alpha p)^{p+q/\alpha}} (t-t_c) - \frac{r^3K^{3q-2}q^{1+(3q-2)/\alpha}(\alpha p)^{3p}}{6p(q + \alpha p)^{3p-1+(3q-2)/\alpha}} (t-t_c)^3 + O((t-t_c)^4), \]

(21)

which corresponds to the expression given in (5)-(8).

Finally, in the long-time asymptotic limit, i.e., when \(C(t) \rightarrow K\), we can investigate the behaviour of the BLM curve by introducing the small quantity \(\varepsilon(t) = K - C(t)\). Inserting this definition in (1) and considering \(\varepsilon \ll 1\), we obtain to leading order:

\[ \frac{d\varepsilon}{dt} = -\gamma \varepsilon^p, \]

(22)
where \( \gamma = r\alpha^p / K^{1-q} \), which upon integration yields

\[
\varepsilon(t) = \frac{1}{[A + (p-1)\gamma t]^{1/(p-1)}} = D^{1/(1-p)} \exp \left( -\frac{\gamma t}{A} \right),
\]

with \( D \) denoting an arbitrary constant of integration. This shows that in general the BLM curve \( C(t) \) approaches the plateau \( K \) according to a \( p \)-exponential function (i.e., the \( q \)-exponential function defined before with \( q = p \)). In particular notice that, for sufficiently large times \( t \), the curve \( C(t) \) generically approaches the plateau polynomially slowly in time, in the sense that \( \varepsilon(t) \) decays in time as a power law:

\[
\varepsilon(t) \approx \frac{B}{t^p}, \quad \text{for} \quad t \to \infty \quad \text{and} \quad p > 1,
\]

which recovers the bottom equation in (4). In contrast, only for \( p = 1 \) does one get an exponentially fast saturation into the plateau: \( \varepsilon(t) \propto \exp(-\gamma t) \). It follows from (24) that the growth rate asymptotically decays as a power-law for large times:

\[
\frac{dC}{dt} \propto \frac{1}{t^{\nu+1}}, \quad \text{for} \quad t \to \infty,
\]

which recalling that compartmental models of the SIRD type predict an exponential decay for the rates of both new infections and deaths toward the end of the epidemic.

**Data and Statistical Fits**

We briefly mention here that because the number of confirmed cases is a poor metric for the advance of the COVID-19 epidemic, owing to the fact that a large proportion of infections go undetected, we have adopted the fatality curves as our primary objects of study, since it is widely recognised that the death count is a more reliable statistics in this case\(^7\). The data used in this study were obtained from the database made publicly available by the Johns Hopkins University\(^{31} \). We have used data for the total number of deaths up to July 07, 2020, for the following countries: Germany, Italy, Japan, Netherlands, Sweden, and United Kingdom.

To perform the statistical fits reported in this paper, we employed the Levenberg-Marquardt algorithm to solve the non-linear least square optimisation problem, as implemented in the \texttt{lmfit} package for Python\(^{32} \), which not only provides parameter estimates but also determines their respective confidence levels. Technically, because the exact solution for the BLM is given in implicit form, we have to fit the analytical formula given in (2) to the empirical datasets seen as curves of the type \( t(C) \). But this imposes no difficulty in the numerical routine whatsoever. To reduce the number of free parameters in the model we have set \( C(0) = C_0 \), where \( C_0 \) is the number of deaths recorded at the first day that a death was reported, so that we were left with five parameters, namely \( (r, q, \alpha, p, K) \), to be determined numerically. Growth models with several parameters are known to be susceptible to the problem of overfitting and parameter redundancy\(^7,18,26,33 \). To minimise this risk we have adopted some precautions, as discussed next.

First, we limited the exponent \( q \) to the mathematically and epidemiological acceptable range \( 0 \leq q \leq 1 \). When the \texttt{lmfit} routine returns \( q = 1 \), it usually cannot estimate the confidence levels because this is the upper bound of \( q \); in this case we assume that \( q = 1 \) is an ‘exact value’ for the country in question. As for the remaining parameters, no restriction was enforced \textit{a priori} other than their natural ranges \( (r, \alpha, K > 0 \text{ and } p > 1) \). Nevertheless, we checked the estimates returned by the curve-fitting routine against possible inconsistencies. For example, the growth rate \( r \) is expected to be typically within the interval \((0,1)\)^\(^7\) and that has been the case for all countries considered here. Similarly, the asymmetry parameter \( \alpha \) is typically smaller than \( 1^7 \), but countries that display a somewhat ‘sharp’ bending after the inflexion point (as Japan, see below) are expected to have higher values of \( \alpha \). In the same spirit, we checked the values of the exponent \( p \), which determines the power-law decay of the \( \varepsilon(t) \) given in (24), by comparing the tails of \( \varepsilon(t) \) for both the empirical data and the theoretical prediction. Good agreements between the BLM and the data, over the entire, including the tails, were observed in all cases reported here, which validates the estimates of the model parameters.

As already indicated, the computer codes for the statistical fits were written in the \texttt{Python} language, and the plots were produced with the data visualisation library \texttt{Matplotlib}. All numerical codes and corresponding data sets used in this paper are available in our group’s software repository at \texttt{fisica.ufpr.br/redeocovid19/software} or can be requested from the authors. The fitting-curve routine for the BLM can be automatically tested for other countries (not included here) via an app available at the address \texttt{fisica.ufpr.br/modinterv}.
Appendix: A SIRD Model with Power-Law Behaviour

We start by recalling the standard Susceptible (S)-Infected (I)-Recovered (R)-Deceased (D) epidemiological model\(^{34,35}\)

\[
\begin{align*}
\frac{dS(t)}{dt} &= -\frac{\beta S(t)I(t)}{N} \\
\frac{dI(t)}{dt} &= \frac{\beta S(t)I(t)}{N} - (\gamma_1 + \gamma_2)I(t) \\
\frac{dR(t)}{dt} &= \gamma_1 I(t) \\
\frac{dD(t)}{dt} &= \gamma_2 I(t),
\end{align*}
\]

where \(S(t), I(t), R(t),\) and \(D(t)\) are the number of individuals at time \(t\) in the classes of susceptible, infected, recovered, and dead respectively, while \(N\) is the constant total number of individuals in the population, so that \(N = S(t) + I(t) + R(t) + D(t)\). The parameters \(\beta, \gamma_1\) and \(\gamma_2\) are the transmission, recovery and death rates respectively. The initial values can be chosen to be \(S(0) = S_0, I(0) = I_0, R(0) = 0, D(0) = 0\).

We then consider a modified SIRD model, where in (26) and (27) we replace \(N\) with only the partial population in the \(S\) and \(I\) compartments\(^{36}\). Furthermore, we follow Refs.\(^{19,37}\) and replace the term \(I(t)\) on the right-hand side of all equations above by \([I(t)]^p\), to obtain

\[
\begin{align*}
\frac{dS}{dt} &= -\frac{\beta S(t)}{I(t) + S(t)}[I(t)]^p, \\
\frac{dI}{dt} &= \frac{\beta S(t)}{I(t) + S(t)}[I(t)]^p - (\gamma_1 + \gamma_2)[I(t)]^p, \\
\frac{dR}{dt} &= \gamma_1 [I(t)]^p, \\
\frac{dD}{dt} &= \gamma_2 [I(t)]^p.
\end{align*}
\]

Although this model is still not general enough to accommodate all the phenomenology of the intervention biased dynamics of the COVID-19 epidemics, it does nonetheless exhibit subexponential behaviour for both short and large time scales in all compartments. In order to show this, we define \(y(t) = S(t) + I(t)\) and divide (31) by (30) to obtain

\[
\frac{dy}{y} = \frac{1}{R_0} \frac{dS}{S},
\]

where \(R_0 = \frac{\beta}{(\gamma_1 + \gamma_2)}\). Integrating both sides of (34), and inserting the result into (30), yields an equation of the BLM type:

\[
\frac{dS}{dt} = -r[S(t)]^q \left[1 - \left(\frac{S(t)}{K}\right)^{\alpha} \right]^p,
\]

where \(r, K > 0, q = 1 + (p - 1)/R_0\) and \(\alpha = 1 - 1/R_0\). It follows from (35), in comparison with model (1), that \(S(t)\) exhibits power-law regimes (for both early and large times) akin to those described by the BLM. Furthermore, it is easy to see that all other compartments, \(I(t), R(t),\) and \(D(t)\), inherit from \(S(t)\) the power-law behaviour, even though their respective equations of motion are not of the BLM-type. Although the parameters \(q, p\) and \(\alpha\) in (35) are not all independent of one another, the preceding qualitative argument shows nonetheless that the power-law dynamics of the sort predicted by the BLM can in principle be accommodated by compartmental models. We are currently conducting further research in this direction.
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