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Abstract

**Study objectives:** Sleep disorders are medical disorders of the sleep architecture of a subject, and based on their severity they can interfere with mental, emotional and physical functioning. The most common ones are insomnia, narcolepsy, sleep apnea, bruxism, etc. There is an increment risk of developing sleep disorders in elderly like insomnia, periodic leg movements, rapid eye movement (REM) behaviour disorders, sleep disorder breathing, etc. Consequently, their accurate diagnosis and classification are important steps towards an early stage treatment that could save the life of a patient. The Electroencephalographic (EEG) signal is the most sensitive and important biosignal, which is able to capture the brain sleep activity that is sensitive to sleep. In this study, we attempt to analyse EEG sleep activity via complementary cross-frequency coupling (CFC) estimates that will further feed a classifier, aiming to discriminate sleep disorders.

**Methods:** We adapted an open EEG Physionet Database with recordings that were grouped into seven sleep disorders and a healthy control. The EEG brain activity from common sensors has been analysed with two basic types of cross-frequency coupling (CFC). Finally, a Random Forest (RF) classification model was built on CFC patterns, that were extracted from non-cyclic alternating pattern (CAP) epochs.

**Results:** Our RF<sup>CFC</sup> model succeeded a 74% multiclass accuracy (accuracy via random guessing 1/8 = 12.5%). Both types of CFC, PAC and AAC patterns contribute to the accuracy of the RF model, thus supporting their complementary information.

**Conclusion:** CFC patterns, in conjunction with the RF classifier proved a valuable biomarker for the classification of sleep disorders.

**Statement of Significance**
In this study, we developed an efficient model that is able to perform sleep disorder diagnosis by analysing the EEG sleep activity under the framework of cross-frequency coupling (CFC) with the support of RF. CFC has been proven an important mechanism that supports the integration of neural activity of different frequency content through a nested hierarchy of their oscillatory pattern inherent to distinct neural functions. Our results suggest that CFC can reflect aberrant physiological interactions during sleep stages, which are sensitive to differentiate sleep disorders. Therefore, our RF<sup>CFC</sup> model can be a valuable mental health tool for an accurate classification of those somnipathies.
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1. Introduction

Electroencephalography (EEG) is the basic modality in sleep research, providing a non-invasive way to study brain dynamics in relationship to sleep [1]. Adult sleep is composed of non-rapid-eye-movement (NREM) and rapid-eye-movement (REM) brain states, which alternate almost every 90 minutes. Additionally, the NREM state is divided into four sleep stages, NREM1-4 [2]. Sleep is regulated by the circadian rhythm, which is an internal timer mechanism that maintains regular sleep timetable, hormone secretion and sustain oscillations in body temperature [3]. Normal sleep runs four or five cycles, including a passing from the four NREM stages and the state REM sleep.

Sleep disorders, no matter what the cause is, affect fifty to seventy million Americans spanning all the ages and socioeconomic classes [4]. This tremendous number of affected population can characterize them as a public healthy epidemic. They may be primarily due to an intrinsic problem that affects the sleep – wake cycle or secondary due to a medical condition. Primary sleep disorders are divided into dyssomnias, which are further subdivided into intrinsic, extrinsic and circadian or parasomnias, which are subdivided into arousal disorders, sleep-wake transition disorders, parasomnias associated with REM Sleep and a fourth category of parasomnias [6].

The definition and distinction of those sleep stages are based upon the estimation of rhythmic neural oscillations during sleep that demonstrate different patterns [7] and provide a substrate to study how brain rhythms are related to cortical activity patterns and how this correlation varies across arousal levels [8]. Advanced signal processing techniques support a more detailed exploration of brain oscillations during sleep, which further advances our understanding of the related overcoming limitations of traditional quantification approaches, like how many minutes a person spent in each sleep stage, percentage of REM sleep compared to the total sleep time, or ratio-based sleep variables. Detection of sleep oscillations can be realized under visual inspection of oscillation events [9], automatic event detector algorithms like K-complexes [10], spectral analysis techniques [11, 12] and cross-frequency coupling (CFC) estimates [13].
Interactions between activities with different frequency content and time scales have been widely explored in neuroscience to define a physiological biomarker, e.g. mild cognitive impairment [14], in mild traumatic brain injury [15], in sleep [13], etc. Neural activities with different frequency content have origin to cell population of different size and spatial orientation, while their interactions, named (CFC), are explored widely the last years [8, 16]. CFC refers to interactions that can occur between brain rhythms with different frequency content, between different signals or within the same signals that capture brain activity of brain areas, correspondingly [17, 18]. CFC has been adopted in studies that attempted to explore how information propagates across brain areas indicative of distinct neurophysiological functions [18-22]. In general, three basic types of CFC exist: phase synchronization (phase-phase CFC [23-24]), phase-amplitude coupling (PAC [14, 15, 21, 22]) and amplitude-amplitude coupling (AAC [13, 25]).

In our recent study, we developed a single-sensor automatic sleep stage classification with high accuracy based on various types and estimators of CFCs [13]. We aim to develop the first model for an accurate sleep disorders detection based on EEG sleep activity with the incorporation of two types of CFC, the PAC and AAC. We hypothesized that the strength of CFC will be sensitive in different sleep stages across sleep disorders. As a proper classifier, we employ Random Forest (RF), which has proved efficient in many clinical problems [26]. Our first attempt focused on non-cyclic alternating pattern (CAP) patterns.

2. Method

2.1 Material

For the purpose of our study, we downloaded all night polysomnography (PSG) recordings from the well-known database: “The CAP Sleep Database” of “PhysioBank” (https://physionet.org/physiobank/database/capslpdb/) [27, 28]. This study is a collection of 108 PSG recordings that include seven groups with sleep disorders and a normal healthy one that did not present any medical, neurological or psychiatric disorder. The approval of the study has been registered in Sleep Disorders Center of the Ospedale Maggiore of Parma, Italy [27, 28]. Also, the clinical information for the whole cohort can be found in the excel file called “gender-age.xlsx”. Well-trained sleep expert neurologists manually scored the sleep recordings based on the Rechtschaffen & Kales rules classifying epochs as sleep stages 1–4, wake, REM sleep and movement artifacts [29]. Cycling Alternating Pattern (CAP) was determined based upon the Terziano’s rules (phase-A subtypes include A1, A2 and A3) [27]. Furthermore, it
should be noted that the EEG recordings were sampled at 100 Hz, 256 or 512 Hz. We selected subjects with the same setup of EEG sensors and with frequency sampling of either 256 or 512 Hz, considering that it is an important parameter in signal processing analysis. In our work, we excluded epochs annotated as movement artifacts.

2.2 Signal Processing

To reduce the effects of artefacts, we performed a combination of Fast Independent Component Analysis (ICA) and maximum overlap discrete wavelet transform (MODWT). Fast ICA was applied to the whole set of EEG sensors, giving an equal number of independent components with a characteristic topology and time course. Traditional artefact correction analysis based on ICA classifies an independent component as artefact or not. In the former case, researchers zeroed the whole component and the corresponding time course was considered as artefact. However, in most studies, an independent component doesn’t reflect an artefact in the whole time course. As a result, setting it equal to zero leads to the elimination of the true brain activity. For that reason, every independent component time series was decomposed via wavelet transform and only subcomponents related to an artefact were deleted. Finally, the rest of wavelets subcomponents were reconstructed, giving rise to a clean independent component time series, which is then projected back to the original space. We adapted maximal overlap discrete wavelet transform to decompose every time source related to an independent component and especially Daubechies wavelets. We followed this wavelet-driven decomposition every 5 sec and employing a semi-supervised technique of estimating entropy, kurtosis and skewness, we assisted to zeroing or not wavelet subcomponents. Then, cleaned wavelet subcomponents were reconstructed to the original time series. The cleaned time courses of the independent component were back projected to the original recording EEG space.

Finally, we downsampled the PSG recordings with a frequency sampling rates of 512 Hz or 256 Hz, in order to meet the lowest frequency sampling in the cohort, while subjects with 100 Hz were excluded from further analysis. We selected the following common EEG sensors provided by the cohort as a common template: P4-O2, F4-C4, C4-P4 and C4-A1. The number of participants that were used in our study with the related sleep disorder is provided in Table 1.
Table 1. A summarization of the indexes of the selected subjects per group.

<table>
<thead>
<tr>
<th>Bruxism</th>
<th>Insomnia Controls</th>
<th>Narcolepsy</th>
<th>Nocturnal frontal lobe epilepsy</th>
<th>Periodic leg movements</th>
<th>REM behavior disorder</th>
<th>Sleep-disordered breathing</th>
</tr>
</thead>
<tbody>
<tr>
<td>brux1, brux2</td>
<td>isn1-ins9</td>
<td>n1-n5, n10, n11, n16</td>
<td>narco1-narco5</td>
<td>nle1-nle40</td>
<td>plm1-plm10</td>
<td>rbd1-rbd22</td>
</tr>
</tbody>
</table>

Scores are provided by experts with the following annotations:

Sleep stage (W=wake, S1-S4=sleep stages, R=REM, MT=body movements). In our study, we focused on S1-S4 and REM sleep stages.

PSD recordings were bandpass filtered in the following seven frequency bands: δ {0.5–4 Hz}, θ {4–8 Hz}, α {8–10 Hz}, α2 {10–13 Hz}, β1 {14–20 Hz}, β2 {21–30 Hz} and γ1 {31–45 Hz}.

2.3 CFC Estimations

2.3.1 Phase-to-amplitude coupling cross-frequency coupling (PAC)

The most studied CFC in the literature is phase-to-amplitude coupling (PAC) [30]. In most studies, PAC was estimated between the phase of the slower rhythm and the amplitude of the faster oscillation. Here, we followed a different analytic approach, which was first presented in our previous works including an EEG sleep study [13, 14].

The PAC analytic approach for a single EEG P4-O2 sensor is described below:

Let $x(i_{sensor}, t)$ be the EEG time series acquired at the $i_{sensor}$-th recording site, and $t = 1, 2, \ldots, T$ denotes the sample points. Given a bandpassed filtered signal of $x(i_{sensor}, t)$, PAC is estimated between the phase of the lower-frequency (LF) oscillations and the amplitude of the higher-frequency (HF) ones. The following equations give a full representation of the complex transformations of both (LF) $z_{LF}(t)$ and (HF) oscillations $z_{HF}(t)$ extracted via the Hilbert transform (HT[.]).
This step gives rise to two time series that captured the envelope $A_{HF}(t)$ and the instantaneous phase $\phi_{LF}(t)$ dynamics. The next step involved the bandpass filtering of the higher frequency oscillations $A_{HF}(t)$ within the range of LF oscillations and the resulting signal was Hilbert transformed to extract its phase-dynamics component $\phi^{'}_{LF-HF}(t)$:

$$z_{HF}(t) = HT[x_{HF}(t)] = z_{HF}(t)e^{i\phi_{LF}(t)} = A_{HF}(t)e^{i\phi_{LF}(t)}$$

$$z'_{HF}(t) = HT[A_{HF,LF}(t)] = |z'(t)| e^{i\phi'_{HF}(t)} = |z'(t)| e^{i\phi_{LF-HF}(t)}$$

(1)

The aforementioned equation reflects the HF-oscillations amplitude modulated by the phase of the LF-oscillations. The resulting time series will be employed to estimate PAC, by means of phase-locking (or synchronization index) technique.

PLV is defined as follows:

$$PLV = \frac{1}{T} \sum_{t=1}^{T} e^{i[\phi_{LF}(t) - \phi_{HF}(t)]}$$

(3)

iPLV is defined as follows:

$$iPLV = \frac{1}{T} \left| Im \left[ \sum_{t=1}^{T} e^{i[\phi_{LF}(t) - \phi_{HF}(t)]} \right] \right|$$

(4)

iPLV ranges between 0 and 1, with higher values indicating stronger comodulating PAC interactions.

Figure 1 illustrates every step of the CFC-PAC analysis, where a time series of 30 sec length was adopted from the first subject with periodic leg movements during the NREM3 stage at the at P4-O2 sensor. PAC estimations are examined between the LF and HF oscillations, which were corresponded to $\delta$ and $\alpha_1$ brain rhythms, respectively. The original time series is presented in Figure 1A. The LF version of the original signal, along with the trace of its instantaneous phases $\phi_{\delta}(t)$ are depicted in Figure 1B. The corresponding HF version of the initial signal, along with the trace of its envelope $A_{\alpha_1}$ are depicted in Figure 1C. Figure 1D shows the low-pass filtered, within $\delta$ frequency range, version of the previous envelope [i.e., the $A_{\alpha_1}, \phi_{\delta}(t)$ signal]. The saw-like trace corresponds to its instantaneous phases $\phi'_{\alpha_1}(t)$. The $\phi_{\delta}(t)$ and $\phi'_{\alpha_1}(t)$ traces
have been plotted aligned in Figure 1E, forming the resulting instantaneous phase differences, as shown in Figure 1F. This resulting sequence, representing phase-differences $\Delta \phi(t)$, enters in equation (2) and will be integrated across time by averaging directional vectors $e^{i \Delta \phi(t)}$ in the complex domain. The length of the original time series should be long enough so that the iPLV index results into a reliable estimation of PAC.

In the present study, we estimated PAC for a total of $(7 \times 6)/2 = 21$ cross-frequency pairs per epoch.

Figure 1. Algorithmic steps for PAC estimation.

Using an epoch of 30 sec length recorded at the P4-O2 sensor from the first subject with periodic leg movements during the NREM3 stage (A), we showed the phase-to-amplitude coupling between $\delta$ and $\alpha_1$ rhythms. The time series presented in (A) was firstly bandpass filtered using a zero-phase-order filter into a low-frequency $\delta$ (0.5–4 Hz) component, where its envelope via Hilbert transform was also extracted (B), and secondly into a high-frequency $\alpha_1$ (8–13 Hz) component, where its envelope was extracted via Hilbert transform (C). We then filtered the amplitude of the envelope high-frequency $\alpha_1$ (D) within the $\delta$ frequency range (0.5–4 Hz). This algorithmic step is important because it will provide us with the $\delta$ modulation within the lower $\alpha_1$ amplitude. (E) Subsequently, we performed the Hilbert transformation at both the $\delta$-filtered signal and the $\theta$-filtered within the lower-$\alpha$ amplitude, extracting the related phase dynamics and, finally, their phase consistency with iPLV. The phase differences of those two-phase time series are illustrated in (F) and will then enter into the iPLV estimator to quantify the strength of PAC coupling between $\delta$ and $\alpha_1$ rhythms. Consequently, the
aforementioned CFC-PAC analysis will determine how the phase of the lower-frequency component modulates the amplitude of the high-amplitude component.

2.3.2 Amplitude-to-amplitude cross-frequency coupling (AAC)

AAC is estimated between the Hilbert envelopes of bandpass filtered time series and by adopting correlation coefficient to quantify their coupling. In Fig.2, the algorithmic steps for the estimation of the AAC are illustrated. Fig. 2A depicts the same trace as the one used in Fig.1A, while Fig.2B and C illustrate the bandpass filtered traces and the related envelopes extracted via Hilbert transform for the low-frequency δ (0.5-4 Hz) and the high-frequency α1 (13–20 Hz), respectively. Figure 2D shows the common representation of those envelopes traces. The Pearson’s correlation coefficient between every pair of the derived envelope time series was estimated to express the associations between specific frequency pairs. The AAC is computed as follows:

\[
AAC = \left| \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n}(y_i - \bar{y})^2}} \right|
\]  

(5)

where n is the sample size, \( x_i \) and \( y_i \) are the individual sample points indexed with i and 

\[ x = \frac{1}{n} \sum_{i=1}^{n} x_i \] is the sample mean and analogously for y.

Here, we took the absolute values of Pearson’s correlation coefficient. In the present study, we estimated PAC for a total of \((7 \times 6)/2 = 21\) cross-frequency pairs per epoch.
Illustrating an epoch of 30 sec length recorded at P4-O2 sensor from the first subject with periodic leg movements during the NREM3 stage (A), we showed the amplitude-to-amplitude coupling between δ and α₁ rhythms. To estimate δ-α₁ AAC, the raw signal was bandpass filtered into both (B) a low-frequency δ (0.5–4 Hz) and (C) a high-frequency α₁ (13–20 Hz) components. The envelopes of those quantities were also extracted via Hilbert transform. Their Hilbert envelopes were demonstrated in conjunction with their bandpass filtered time course (B,C). (D) We then presented into a common plot the envelopes of the bandpass δ (4–8 Hz) and α₁ (13–20 Hz). The AAC was estimated on these time series using equation 5.

2.4 Feature Selection

Our analytic plan extracts an important set of features tailored to CFC. We estimated (CFC) with both estimators across every pair of frequencies and separately for every epoch. Consequently, we averaged the CFC values across epochs of the same sleep stage independently for every subject. The total number of features is: 5 \{number of sleep stages\} x 2 \{number of connectivity estimators\} x 21 \{possible pair of frequencies\} = 210. This set of features was then fed into our Random Forest (RF) model.
2.5 Random Forest model and experimental setup

2.5.1 Random Forest

The RF classifier is an ensemble learning method, used extensively in classification and regression tasks [31]. The methodology basically involves the construction of a group (called “forest”) of decision trees as follows: each tree in the “forest” is built on a different training set (called bootstrap sample), drawn randomly from the original training data. A randomly selected variable subset (from the original variable set) is used during the construction of each decision tree in order to establish the best split at each node. Once the RF model has been trained and all trees in the forest are constructed, their decisions are combined through majority voting (classification) or averaging (regression). Then, those decisions are used in the prediction of unknown cases.

The RF algorithm provides an internal estimator of a constructed model’s generalization error, called out-of-bag (OOB) error. The estimation of the OOB error involves each decision tree in the model as follows: a portion of the original data cases (around 1/3) do not participate in the training of each tree and instead they are utilized as “test” data, being predicted by the constructed tree. The OOB error estimate is the averaged prediction error for each training case, using only the trees that do not include that case in their bootstrap sample. For more details on the RF algorithm and its underlying notions, we refer for example to [26] and [32].

2.5.2 Experimental setup

In all RF models trained in our experiments, the following parameter setup was used: the number of trees for each model was empirically set based on the OOB error estimate. Following this approach, in all cases, the number of trees was set to 1000. For each RF model and for each node split during the growing of a tree, the number of variables used to determine the best split was set to the default √m (m = total number of features in the dataset). In addition, the RF classifier has its own built-in feature selection method, which was used in order to select the most important features in every RF model. Consequently, only the selected features subsets were utilized for the training of the final RF models. Finally, a 10-fold cross-validation scheme was applied in all the experiments for the training of the classifier. It is worth mentioning, that our RF-related experiments was written in R, version 3.6.3¹. Then, the in-house software MATLAB 2019B was used for the estimation of the cross-frequency coupling estimates.

¹ https://www.r-project.org/
3. Results

3.1 Performance of Random Forest Model with CFC Features

Our RF model achieved a high performance of 74% for the P4-O2 EEG sensor, with a macro-average precision of 83.7%, a macro-average recall of 59.1% and a macro-average F-score of 64.9%. The rest of the EEG sensors performed worse compared to the optimal scenario: F4-C4 (56%), C4-P4 (56%) and C4-A1 (64%) (see Tables 1-3). Table 3 summarizes the confusion matrices of the RF model for the P4-O2 sensor. Finally, the confusion matrices for the other three sensors are presented in the supplementary material of the study (STables 4-6).

Table 2. Precision, Recall, F-score and Accuracy performance of the RF model for the P4-O2 EEG sensor

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>brux</td>
<td>100%</td>
<td>50%</td>
<td>66.7%</td>
</tr>
<tr>
<td>ins</td>
<td>45.5%</td>
<td>55.6%</td>
<td>50%</td>
</tr>
<tr>
<td>n</td>
<td>87.5%</td>
<td>87.5%</td>
<td>87.5%</td>
</tr>
<tr>
<td>narco</td>
<td>100%</td>
<td>20%</td>
<td>33.3%</td>
</tr>
<tr>
<td>nfle</td>
<td>71.2%</td>
<td>92.5%</td>
<td>80.5%</td>
</tr>
<tr>
<td>plm</td>
<td>80%</td>
<td>40%</td>
<td>53.3%</td>
</tr>
<tr>
<td>rbd</td>
<td>85%</td>
<td>77.3%</td>
<td>81%</td>
</tr>
<tr>
<td>sdb</td>
<td>100%</td>
<td>50%</td>
<td>66.7%</td>
</tr>
<tr>
<td>Macro-average</td>
<td>83.7%</td>
<td>59.1%</td>
<td>64.9%</td>
</tr>
<tr>
<td>Accuracy</td>
<td>74%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Confusion matrix of the RF model based on the selected features extracted from P4-O2

<table>
<thead>
<tr>
<th>Class</th>
<th>brux predicted</th>
<th>ins predicted</th>
<th>n predicted</th>
<th>narco predicted</th>
<th>nfle predicted</th>
<th>plm predicted</th>
<th>rbd predicted</th>
<th>sdb predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>brux real</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ins real</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>n real</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>narco real</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>nfle real</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>37</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>plm real</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>rbd real</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>sdb real</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

3.2 The Complementarity of PAC-AAC CFC

Figure 3 illustrates the seven features related to the AAC across the sleep stages. Figures 4 – 8 demonstrate the twenty-eight selected features from the PAC independently per sleep stage. It is evident that PAC contributes the highest portion of selected features. However, both types encapsulate complementary information under the framework of CFC. The major frequency modulators across sleep stages were δ, θ and α. Interestingly, AAC features were across all the sleep stages with the exception of REM.
Figure 3. Group-averaged selected AAC values from our random forest model.

(S refers to sleep stage)

(Abbreviations of subjects’ pathology for Figures 3 - 8: Brux – Bruxism, Ins – Insomnia, Healthy – no pathology (controls), Narco – Narcolepsy, Nfle - Nocturnal frontal lobe epilepsy, Plm - Periodic leg movements, Rbd - REM behavior disorder, Sdb - Sleep-disordered breathing)

Figure 4 (Sleep stage 1). Group-averaged selected PAC values from our random forest model. (S refers to sleep stage)
Figure 5 (Sleep stage 2). Group-averaged selected PAC values from our random forest model.

Figure 6 (Sleep stage 3). Group-averaged selected PAC values from our random forest model.
Figure 7 (Sleep stage 4). Group-averaged selected PAC values from our random forest model

Figure 8 (REM). Group-averaged selected PAC values from our random forest model

3.3 The Importance of Sleep Stage 4

We ran our RF model independently for every sleep stage with the main aim to rank the importance of sleep stages. Our findings ranked sleep stage 4 as the most informative compared to the other ones for the sleep disorder classification with an accuracy of 62%.
4. Discussion

In the present study, we demonstrated the feasibility of a single-sensor sleep disorder classification model based on complementary CFC estimators and a valuable RF classifier. It is the very first work that attempted to classify seven sleep disorders and a healthy control group simultaneously via EEG sleep polysomnographic recordings. We achieved a high classification accuracy of 74% (with macro-average precision: 83.7%, recall: 59.1%, F-score: 64.9%). It should be noted that the most informative common EEG sensor was P4-O2. Our analysis revealed that both types of CFC co-exist during sleep and share complementary information. We also observed similar trends in our recent study, in which we presented a single-sensor automatic sleep stage classification algorithm [13]. Additionally, analyses focusing on single-stage CFC patterns revealed that sleep stage 4 was the most informative in our RF model.

The entire methodology of the proposed multiclass sleep disorder detection model can be summarized as follows:

- We kept N3 and N4 as single sleep stages without attempting to merge them [33].
- We adopted an ICA and MODWT (independent component analysis and maximum overlap discrete wavelet transform) to denoise the EEG recordings from eye movements and muscle activity.
- We estimated two different connectivity estimators per frequency pair and for every epoch (one phase-to-amplitude: PAC and one amplitude-to-amplitude: AAC).
- We used a dataset that includes subjects covering seven sleep disorders and a healthy group.

Previous studies have attempted to either characterize PAC CFC patterns in sleep disorders or to discriminate sleep disorders using the same dataset. A recent work reported for the very first time that PAC patterns of δ phase modulate α and low-β amplitude in sleep disorders for the three CAP phases [34]. They adopted modulation index as a proper PAC estimator reporting the group-averaged PAC values for the two cross-frequency pairs. This study showed how PAC patterns differed across the three CAP phases at every sleep disorder and also how they differed at every CAP phase across sleep disorders. However, the authors focused only on PAC CFC estimates and only on two cross-frequency pairs without reporting any classification performance. They extracted frequency dependent signature using an adaptive filtering called empirical mode decomposition (EMD). Another work analysed the same dataset using discrete wavelet transform and related features were extracted [35]. Nonetheless, the authors reported their findings probably by averaging across both epochs and sleep stages with no statistical
comparisons between sleep disorders. Moreover, there is no information about the common EEG sensors, from which they estimated and averaged the wavelet-based features. No classification performance has been reported. The third study decomposed every time source into frequency-dependent time courses using EMD, as in the first study [36]. The analysis focused on 20 healthy subjects, 20 REMs, 20 PLMs, and 20 patients with Apnea from the same dataset. For every EEG time source, EMD returns a data-driven set of intrinsic mode functions called IMFs. Every IMF has a characteristic temporal pattern with a specific frequency profile that can be assigned to well-known brain frequencies. The authors reported that their analysis revealed 9 IMFs, from which high-order statistics has been estimated, like Shannon Entropy, Spectral Entropy, Skewness and Kurtosis and the first order statistic Standard deviation. Then, they followed a classification approach reporting high performance (93%) between the three sleep disorders and the healthy control group for features related to IMF8. However, they didn’t report how and where the whole methodology was applied, which sensor they analysed, as well as how they managed the different epochs and the sleep stages. None of the aforementioned studies denoised the original EEG traces.

Brain frequencies can couple between each other via different but complementary mechanisms. The basic CFC mechanisms are phase-to-amplitude (PAC) and amplitude-to-amplitude envelope correlation (AAC) [37, 38]. The first CFC mechanism, called PAC, quantifies how the phase of the slow frequency modulates the amplitude of the higher frequency. The explanation of the existence of such a mechanism and how slow oscillations can couple faster brain frequencies in many brain areas is on the conduction velocities of cortical neurons. Slower frequencies activate more neurons in large brain volumes associated with large changes of membrane potential [39]. This practically means that in longer temporal windows a larger portion of spikes linked to upstream neurons can co-exist [40]. There are evidences that PAC exists between every possible pair of mammalian brain frequencies from 0.025 Hz up to 500 Hz [41] and in sleep [13, 42]. A complementary CFC mechanism to PAC is the AAC, which captures the temporal covariation between the envelopes of the slower and the faster frequencies [43]. This approach is temporally less precise, but important to capture CFC mechanisms in many cases and especially in sleep [13].

In our study, we identified that the P4-O2 EEG sensor provided the highest accuracy among the four common EEG sensors. NREM 4 was also the most informative sleep stage following a classification process independently for every sleep stage. Our analysis supported the notion of analysing NREM 3 and 4 separately. The conclusion is that the combination of PAC and
AAC in NREM 4 estimated over parieto-occipital brain area provided the most powerful sleep disorder detection model so far in the literature. It is known that consolidation processes rely on the interactions between characteristic brain oscillatory activity of NREM sleep: slow oscillations, spindles and ripples [44]. A recent study measured intracranial EEG activity during sleep from epileptic patients. They reported PAC between 0.5–1.25 Hz (slow oscillation range) and 12–16 Hz (spindle range) within the Cz sensor. Their findings were also evaluated from intracranial recordings from hippocampus, providing a link of PAC estimates between EEG sensor activity and intracranial findings. PAC estimates revealed the hierarchical role of slow oscillations, spindles and ripples during NREM [44]. A sleep study using intracranial EEG recordings from epileptic patients attempted to categorize sleep spindles based on their origin, frequency and their association with slow waves. Sleep spindles occur across multiple neocortical regions, including less frequent to hippocampus and parahippocampal brain areas [45]. They found that events in hippocampus co-occur more often with spindles that can be captured by EEG sensors located over frontal/parietal areas.

Human hippocampus generates sharp-wave ripples (SWRs) [46]. Posterior human hippocampus generates SWRs and a similar amount of spindle ripples (SSRs). Both SWRs and SSRs often co-occur with theta bursts, down states, sleep spindles and up states, which all coordinate interactions between cortex and hippocampus facilitating memory consolidation. SWRs co-generate with these types of waves across the cortex and especially in fronto-central areas. However, SSRs occur around 350 ms. later, demonstrating a strong preference for co-generation with parietal sleep spindles. Sleep spindles generated from the posterior part of hippocampus were shown to be strongly phase-locked with sleep spindles from parietal brain areas, while sleep ripples generated from the posterior part of hippocampus were strongly phase-coupled with sleep spindles generated from both parietal areas and the posterior part of hippocampus [47]. Our findings and selected CFC features in NREM stages could be related to the aforementioned hippocampal sharpwave ripples co-occurring with the variety of cortical sleep waves. Different parts of hippocampus produced sharpwave ripples independently to each other that interact with preferred cortical brain areas. The spatiotemporal orchestration of sharpwave ripples with cortical waves supported the cortico-hippocampo-cortical interaction which is affected in sleep disorders [48].

To the best of the authors’ knowledge, the current study provided the best performance of a sleep disorder detection model in the literature. Our analysis involved the estimation of two CFC mechanisms among many frequency pairs within four common EEG sensors and across
five sleep stages. The RF model served as a natural multiclass classifier and not as a one-versus-all classification approach. This work is another support of CFC existence during sleep [13]. In the future, we will adopt the same strategy tailored to the three CAP phases in conjunction with complementary CAP rates, like the ratio of the durations in secs between NREM CAP sleep and total NREM sleep [49].

5. Conclusions, Limitations, and Outlook

This study provides evidence that two basic CFC are sensitive to detect alterations of nested oscillations across sleep disorders in various sleep stages. Additionally, PAC and AAC showed that they capture complementary information in relation to CFC mechanisms. Here, our study focused on the estimation of CFC within sensors and only in non-CAP epochs. Further analysis is important to explore CFC patterns between EEG sensors and also in CAP epochs. We aim to explore the aforementioned scenarios in a complementary study with the same dataset. Additionally, the classification performance of CFC patterns should be compared also with various definitions of CAP rates to further validate their importance in an accurate sleep disorder detection model. Moreover, a relationship between CFC patterns and CAP rates should be reported. One of the limitations of this study comes from the restrictions of the current database. More subjects are needed to further cross-validate our model, while a high-density EEG sleep recording of subjects with sleep disorders would support the source localization of brain activity in virtual brain areas to explain current findings with CFC.
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