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Abstract

The purpose of this work is to make a case for epidemiological models with fractional exponent in the contribution of sub-populations to the transmission rate. More specifically, we question the standard assumption in the literature on epidemiological models, where the transmission rate dictating propagation of infections is taken to be proportional to the product between the infected and susceptible sub-populations; a model that relies on strong mixing between the two groups and widespread contact between members of the groups. We content, that contact between infected and susceptible individuals, especially during the early phases of an epidemic, takes place over a (possibly diffused) boundary between the respective sub-populations. As a result, the rate of transmission depends on the product of fractional powers instead. The intuition relies on the fact that infection grows in geographically concentrated cells, in contrast to the standard product model that relies on complete mixing of the susceptible to infected sub-populations.

We validate the hypothesis of fractional exponents i) by numerical simulation for disease propagation in graphs imposing a local structure to allowed disease transmissions and ii) by fitting the model to a COVID-19 data set provided by John Hopkins University (JHUCSSE) for the period Jan-31-20 to Mar-24-20, for the countries of Italy, Germany, Iran, and France.
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I. Introduction

The classical SIR (Susceptible, Infectious, Recovered) model of infectious disease dynamics, and all subsequent multi-compartmental derivative models, are based on a model for the transmission rate that is taken universally in the form

$$r(t) = \beta I(t) S(t),$$

(1)

where $I(t), S(t)$ represent the size of infected and susceptible sub-populations; the proportionality factor $\beta$ is typically determined on a case-by-case basis. Thus, if $R(t)$ represents the size of the recovered population, assuming that all individuals undergo full recovery and thereby the total population $S(t) + I(t) + R(t)$ remains constant, the most basic model for transmissions is in the form of the following system of equations, known as SIR model,

$$\frac{d}{dt} S(t) = -r(t) + \eta R(t)$$

$$\frac{d}{dt} I(t) = r(t) - \alpha I(t)$$

$$\frac{d}{dt} R(t) = \alpha I(t) - \eta R(t)$$

where $\alpha$ is the recovery rate (with time constant of recovery $\tau := 1/\alpha$) and $\eta$ a parameter regulating the rate at which immunity is lost over time. See [6] for all the details about the SIR model together with an extensive list of references. Multi-compartmental models that include infected but asymptomatic individuals, deceased, etc. as well as a flux from the recovered to the susceptible sub-population, as immunity wears out, have also been considered. However, throughout, the basic feedback that drives the infection, $r(t)$, is invariably as in (1).

In departure from this well-studied SIR paradigm, we propose a fractional SIR (fSIR) model with rate

$$r(t) = \beta I(t)^\gamma S(t)^\kappa,$$

(2)

where one or, possibly, both sub-populations are scaled by exponents that are typically less than 1. The justification for such a model stems from the fact that, at least during the initial phase of an epidemic, infection propagates outwards from infected cells to the general population. In such a scenario, where for instance $S(t) \gg I(t)$ (much greater), the boundary of infected cells which would roughly account for most new infections, scales as a fractional power $\gamma < 1$ of...
the area of the cells, hence \( I(t)^\gamma \). In actuality, due to the diffusive nature of infection-propagation amongst the general population, the exponent is expected to be larger than \( 1/2 \), as it would be in the continuous limit when the boundary is a smooth curve. Moreover, at least in the early phases of an epidemic, the exponent of \( S(t) \), which is significantly larger than \( I(t) \) may turn out to be negligible.

The idea of using fractional exponents in growth models has been motivated from Norton-Simons-Massagué (NSM) model, a growth model of the form

\[
dV(t) \over dt = aV^\lambda(t) - bV(t),
\]

with origins in the 1950s [2]. This type of model was designed to describe the growth of biological organisms employing certain energy principles. In the model, the parameters \( a \) and \( b \) quantify anabolism (growth) and catabolism (death), respectively. Equation (3) may be interpreted as asserting that the net growth rate of an organism results from the balance of synthetic and degradative mechanisms. While the rate of the former process follows a law of allometry (i.e., the rate is proportional to the volume \( V(t) \) via a power function), the rate of the latter process scales linearly with \( V(t) \). It is important to note that the two special cases of (3), (i) power law \( b = 0 \), and (ii) second-type growth \( \lambda = 2/3 \) have already been successfully applied to describe tumor growth [9], [4]. The general case, \( 0 < \lambda < 1 \), was introduced in [8] to explain the self-seeding hypothesis. Moreover, an important geometrical interpretation was provided in [7], [1]. In these works, the authors relate the exponent \( \lambda = d/3 \) to the fractional Hausdorff dimension of the proliferative tissue, where \( d \) denotes the fractal dimension of the tissue. Moreover, the model (3) has been derived mechanistically by linking tumor growth to metabolic rate and vascularization [5].

In a similar spirit to the Norton-Simons-Massagué (NSM) model, herein, we recognize the geometric constraints imposed on disease propagation by the locality of transmissions around infectious cells. To this end, we seek to explain the origin of fractional power in (2) by i) numerical experiments, and ii) fitting such models to data sets.

Specifically, with respect to i), we postulate a discrete model where infection propagates over nodes of a network. The network, representing individuals, is not planar (in general), yet it is immersed in \( \mathbb{R}^2 \). While (physically) neighboring nodes may be densely connected, precluding the graph from being planar, the likelihood of being connected as well as infecting each other is regulated by a parameter that is a function of their physical distance. It is observed, universally, that such models lead to fractional exponents in the transmission rate, in agreement with (2). With regard to ii), we have also numerically studied data on recent COVID-19 epidemic that is available at [3]. For this dataset, as we note in the results, the exponent \( \gamma \) in (2) ranges from about 0.6 to 0.8, which is similar to the empirically determined exponent of the NSM model.

### II. Models of discrete transmissions

To provide insight and justification for our hypothesis on the validity of equation (2), we develop a discrete model for direct transmissions between individuals consists of nodes (individuals) on a graph that captures contacts between them. In the present work, the graph is fixed, while in future work we plan to explore the possibility of time-varying links between nodes as well as the effect of control actions, such as social-distancing, so as to study the effects of such mediation-protocols.

#### A. Model: probabilistic SIR on a graph

Consider a simple graph of size \( n \) with adjacency matrix \( A \). The graph is used to model the spread of infection over a network of nodes representing individual people. Every node can be in one of the three states \( \{S, I, R\} \). We use \( x_i(t) \in \{S, I, R\} \) to represent the state of node \( i \) at time \( t \). Here, \( x_i(t) \) evolves, as a Markov chain on \( 3^n \) states, according to the following transition probabilities at time \( t \) dictating transition at the node level,

\[
S \rightarrow I \quad \text{w.p} \quad 1 - (1 - \beta)N_i^{(t)}(t)
\]

\[
I \rightarrow R \quad \text{w.p} \quad \alpha
\]

\[
R \rightarrow S \quad \text{w.p} \quad \eta.
\]

Here, \( \beta \) is the infection rate, \( \alpha \) is the recovery rate, and \( \eta \) is the susceptible rate (quantifying loss of immunity over time). The notation \( N_i^{(t)}(t) \) stands for the number of the neighbors of node \( i \) that are infected at time \( t \), i.e.

\[
N_i^{(t)}(t) = \sum_{j=1}^{n} A_{ij} \mathbb{1}_{\{x_j(t)=I\}},
\]

where \( \mathbb{1}_{\{\cdot\}} = 1 \) when \( \{\cdot\} \) holds and is 0 otherwise.
We consider two types of initialization:

1) a localized, where a specified initial collection of neighboring nodes are infected while the rest of the nodes are susceptible, and
2) a randomized, where a randomly distributed collection of nodes are initially infected.

Thus, in the latter, a large number of small initial cells of infected individuals are sprinkled randomly inside the general population, whereas in the former initialization, infection propagates outwards from a few initial cells.

1) Two-dimensional grid-graph: We work out two rudimentary models where individuals (nodes) are placed on a 2-dimensional grid (vertex set)

\[ V := \{v_{ij} = (i, j) \mid i, j \in \{0, 1, \ldots, N - 1\} \} \]

We carry out experiments for two cases, where the edge set is defined by

\[ E := \{(v_{ij}, v_{\ell k}) \mid |i - \ell| + |j - k| \leq d, \forall i, j, \ell, k \in \{0, \ldots, N - 1\}\} \]

with \(d \in \{1, 2\}\). In either case, the infectious model is simulated and the results discussed in the section on experiments.

2) Two-dimensional random graph: We postulate a distribution of nodes on \(\mathbb{R}^2\) according to a Gaussian-mixture model (Figure 1). Each node is connected to its 4 nearest neighbor. Analogous conclusions are drawn and discussed in the section on experiments as well.

![Fig. 1: Random nodes on \(\mathbb{R}^2\) following a Gaussian Mixture Model (GMM) distribution. Nodes are connected to their 4 nearest neighbors.](image)

### III. Experiments

#### A. Two-dimensional grid-graph:

Simulation results of the infection spread model on the two-dimensional grid-graph with size \(100 \times 100\), for \(d = 1, 2\), are presented in Figure 2 and Figure 3, respectively. The population of susceptible, infected, and recovered people are calculated as follows:

\[ \xi(t) = \sum_{i=1}^{n} \mathbf{1}_{\{x_i(t) = \xi\}} \]

for each \(\xi \in \{S, I, R\}\). The top panel in each figure depicts the number of susceptible, infected, and recovered individuals as a function of time.

The relationship between the number of newly infected population at time \(t\), denoted by \(\Delta I(t)\), as a function of number of infected people \(I(t)\) is depicted in the lower panel. To be precise, \(\Delta I(t)\) is defined according to

\[ \Delta I(t) = \sum_{i=1}^{n} \mathbf{1}_{\{x_i(t) = I, x_i(t-1) \neq I\}} \]
Note that $\Delta I(t)$ only includes the newly infected people.

In order to capture the relationship between $\Delta I(t)$ and $I(t)$ and $S(t)$, a parametric curve of the form $\Delta I(t) = c I(t)^{\gamma} S(t)^{\kappa}$, is fitted to the data-points obtained from the simulation. The constant $c$, and the exponents $\gamma$ and $\kappa$ are obtained from a least-squares method applied to linear relation between respective logarithms
\[ \log(\Delta I(t)) = \log(c) + \gamma \log(I(t)) + \kappa \log(S(t)). \]

The experiments are carried out for the following combination of settings:

- initialization: local or random
- $\alpha = 0.1$ or $\alpha = 0.05$
- $\eta = 0.1$ or $\eta = 0.01$
- $\beta = 0.3$ or $\beta = 0.2$.

**B. Two-dimensional random graph:**

Simulation result on the two-dimensional random graph model is presented in Figure 4. The nodes are $10^4$ samples from a mixture of three Gaussians
\[ \frac{1}{3} N\left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 2.0 & 0.0 \\ 0.0 & 0.5 \end{bmatrix} \right) + \frac{1}{3} N\left( \begin{bmatrix} 1.44 \\ 0.0 \end{bmatrix}, \begin{bmatrix} 0.0 & 0.0 \\ 0.0 & 0.5 \end{bmatrix} \right) + \frac{1}{3} N\left( \begin{bmatrix} 5 \\ 1 \end{bmatrix}, \begin{bmatrix} 0.64 & 0.0 \\ 0.0 & 1.44 \end{bmatrix} \right) \]
The nodes are connected to the 4 nearest neighbors. The infection spread model is similar to the 2d-grid graph example.

**C. COVID-19 data-set**

We utilized data provided by the Johns Hopkins University Center for Systems Science and Engineering [3]. We study the relationship between the number of newly infected $\Delta I(t)$ and the total recorded number of infected $I(t)$ individuals for the duration 01/31 to 03/24, in Italy, Germany, Iran, and France. The number of newly infected individuals is approximated by subtracting the number of infected people at time $t$ from the number of infected people at time $t - 1$, as information on those recovering is not available. We fitted the curve $\Delta I(t) = c I(t)^{\gamma}$ to the data; due to the fact that $S(t) \gg I(t)$ during these initial stages of infection spread $S(t)$ is treated as constant. The result for four different countries is depicted in Figure 5.

**IV. Discussion**

The main thesis of this work is that models of epidemics, especially at early phases, incorrectly assume that the contagion depends on the product of infected and susceptible populations. Contagion takes place at the boundary of infected cells and as a result it is the topology of the distribution of infected cells that dictate the spread. Thus, we propose a fractional-power alternative to the standard SIR model.

Our thesis appears to be supported by simulation results as well as by fitting this model to recent COVID-19 datasets. Specifically, the two-dimensional discrete probabilistic SIR models in Figure 2 (with a nearest neighbor connection) and in Figure 3 (with a two-step nearest neighbor connection), suggest exponent of $0.50 - 0.77$ for the contribution of $I(t)$ on the infection rate. It should be noted that, although these plots depict $\Delta I$ vs. $I(t)$, whereas the third abscissa for $S(t)$ is not shown. Similar results are observed in Figure 4 for a two-dimensional random distribution of nodes (vertex set) with four nearest-neighbor contacts (edge set). Here, the exponent of the $I(t)$ contribution to the infection rate lies in a similar range ($\{0.58, 0.64\}$ for the conditions displayed).

The fit of the COVID-19 data-set gives exponents for the contribution of $I(t)$ on the infection rate in the range of $0.65 - 0.8$. In this data-set, the value of $S(t)$ (that includes the remaining of a rather large total population) varies insignificantly over time, and hence treated as a constant. Several limitations of our experiment are noted. Firstly, the value of $I(t)$ is only an estimated value since recording of all infected individuals is not guaranteed. Secondly, the value of $\Delta I(t)$ is estimated as being the difference $I(t) - I(t - 1)$. Thus, we do not take into account individuals who may have recovered. However, it is deemed that the uncertainty in the actual value of $R(t)$ is not significant as, from

\[ \text{the zero entries for } \Delta I(t), I(t), S(t) \text{ are ignored} \]
available information in the rapidly developing COVID-19 epidemic, it appears that the recovery rate is of the order of weeks.

It is imperative that a deeper and more extensive study is carried out, whereupon the values of $I(t), \Delta I(t), R(t)$ are estimated from more extensive datasets. The effect of mediation efforts, such as social distancing, should be recorded as well and taken into account by differentiating data for the periods before and after such mediation protocols take effect. It is our hope that question raised in this work, as to the validity of the basic assumption in SIR models, leads to more reliable and robust ways to estimate the progression of epidemics.
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Fig. 2: Simulation result for spread of infection on a 2d-grid, with $d = 1$
April 28, 2020

(a) $\alpha = 0.1$, $\beta = 0.3$, $\eta = 0.1$, random initialization

(b) $\alpha = 0.1$, $\beta = 0.3$, $\eta = 0.1$, local initialization

(c) $\alpha = 0.1$, $\beta = 0.3$, $\eta = 0.01$, random initialization

(d) $\alpha = 0.05$, $\beta = 0.3$, $\eta = 0.01$, random initialization

(e) $\alpha = 0.1$, $\beta = 0.2$, $\eta = 0.01$, random initialization

(f) $\alpha = 0.05$, $\beta = 0.2$, $\eta = 0.01$, random initialization

Fig. 3: Simulation result for spread of infection on a 2d-grid with $d = 2$
Fig. 4: Simulation result for spread of infection on a 2d random graph.

(a) $\alpha = 0.1$, $\beta = 0.3$, $\eta = 0.01$, random initialization

(b) $\alpha = 0.05$, $\beta = 0.3$, $\eta = 0.01$, random initialization

Fig. 5: Study of the relationship between infection growth $\Delta I(t)$ and the number of infected people $I(t)$ for four different countries.

(a) Italy

(b) Germany

(c) Iran

(d) France